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Abstract

The structure of thetbW vertex is probed by measuring the polarization of theW

in t → W + b → l + ν + b . The invariant mass of the lepton andb quark measures

the W decay angle which in turn allows a comparison with polarizations expected from

different possible models for the spin properties of thetbW interaction. We measure the

fraction by rate of Ws produced with a V+A coupling in lieu of the Standard Model V-A

to befV +A = −0.21+0.42
−0.24 (stat)± 0.21 (sys). We assign a limit offV +A < 0.80 @ 95%

Confidence Level (CL). By combining this result with a complementary observable in

the same data, we assign a limit offV +A < 0.61 @ 95% CL. We find no evidence for a

non-Standard ModeltbW vertex.
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Chapter 1

The Standard Model of Particle Physics

“If, in some cataclysm, all of scientific knowledge

were to be destroyed, and only one sentence passed

on to the next generation of creatures, what statement

would contain the most information in the fewest

words? I believe it is the atomic hypothesis, that

all things are made of atoms -- little particles

that move around in perpetual motion, attracting

each other when they are a little distance apart,

but repelling upon being squeezed into one another.

In that one sentence, you will see, there is an enormous

amount of information about the world, if just a

little imagination and thinking are applied. ”

Richard Feynman

Human civilization has greatly advanced its understandingof the composition of

the universe since the Greeks first postulated atomic theories 2400 years ago. In 430

B.C., Democritus reasoned that if you divide an object in half repeatedly, eventually



2

you would arrive at a particle which could not be divided again. He called this particle

an “atom”, meaning indivisible. However, what we call the “atom” today is divisible

into still smaller particles. Atoms contain a nucleus with fixed numbers of electrically

neutral neutrons and positively charged protons. The nucleus is surrounded by a cloud of

negatively charged electrons making the atom electricallyneutral. Protons and neutrons

are composed of two types of “quarks”, called “up” and “down”. A proton has two up

quarks and one down quark, while a neutron has two down quarksand an up quark. All

matter in our universe is essentially composed of these indivisible particles: up quarks,

down quarks, and electrons.

1.1 Matter in Our Universe

The universe would be quite succinct if it were just up quarks, down quarks, and elec-

trons, but a half century of research has led to the discoveryof additional particles. There

are two other pairs of quarks, identical to the up and down, but more massive. Also, the

electron has a light, neutral partner called a “neutrino”. There are two other charged

particles like electrons, each with a neutrino partner. Collectively, these three pairs are

known as “leptons”. The rich diversity of objects in our universe is made possible by

quarks and leptons interacting via a number of forces. As in classical physics, these

forces can exchange momentum and energy among particles andlead to formation of

bound systems. Quantum mechanically, forces transform particles into other particles,

or transform properties of particle into different properties.

The Standard Model of Particle Physics is a theory which categorizes all the funda-

mental particles of matter and the forces with which they interact [1]. In the Standard

Model, the three pairs of quarks and leptons are organized into three generations of mat-

ter particles, collectively called fermions (Table 1.1). The first generation of quarks are

the up (u) and down (d) quarks, and the first generation of leptons are the electron (e)
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Fermions
Quarks

(

u

d

) (

c

s

) (

t

b

)

Leptons
(

e

νe

) (

µ
νµ

) (

τ
ντ

)

Table 1.1: Fermions of the Standard Model

and the electron neutrino (νe) leptons. The second generation of fermions are the charm

(c) and strange (s) quarks, and the muon (µ) and muon neutrino (νµ) leptons. The third

generation are the top (t) and bottom (b) quarks, and the tau (τ ) and tau neutrino (ντ

leptons. The first generation of fermions make up our universe merely because they are

the lightest. The heavier second and third generations of quarks and leptons are unstable

and decay into the lower mass first generation. Second and third generation particles can

be created in high energy laboratories or in atmospheric interactions of cosmic particles.

The heaviest known particle is the ”top” quark, discovered in 1995. It has the mass of

about 175 protons.

1.2 Forces in Our Universe

The forces of the Standard Model are electromagnetism, the weak force, and the strong

force. Electromagnetism is the force which governs electricity, lightning, and light. The

weak force causes some radioactive decays, and provides a vital process which allows

the sun to burn. The strong force is what holds the proton together. Gravity is also a

force, but has not yet been successfully included in the Standard Model.

The Standard Model is a quantum field theory, which has a different view of forces

than the classical theories of Newton. In a classical theory, forces arise due to the action
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Gauge Bosons Force Coupling (α) Range
Photon (γ ) Electromagnetic 1/137 ∞
W+,W−, Z0 Weak 10−2 < 10−15 cm

Gluon (g) Strong 1 < 10−13 cm
Graviton Gravity 10−38 ∞

Table 1.2: The bosons of the Standard Model. The coupling constant (α) is the strength
of the force, in comparison with the strong force, at a distance scale the size of an atomic
nucleus (10−13 cm). The range is the distance over which the force interactsin ordinary
matter. At this distance scale, the electromagnetic and weak forces have similar strength;
however, the strength of the weak force falls off much more rapidly outside the range
of 10−15 cm. The strong force goes to zero for colorless states above this distance scale
and actually increases for colored states.

of one particle on another. In a quantum field theory, the forces between particles are

interpreted as the exchange of ‘special particles known as “force carriers”.

The force carrying particles of the Standard Model are called “bosons”. The “pho-

ton” (γ) is the force carrier of electromagnetism. It has zero mass and interacts with

positively and negatively charged objects. Since it is electrically neutral, it does not in-

teract with other photons. Our eyes can observe photons directly in the form of visible

light. The photon’s range is infinite, which allows us to see light which has traveled for

more than 10 billion light years to reach our most powerful telescopes. The gluon (g) is

the force carrier of the strong force, and interacts with allparticles that carry a property

called “color” which is found in all quarks and the gluons themselves. The gluon is

massless. TheW+, W−, andZ0 bosons are the force carriers of the weak force. The

W bosons have a mass of 80.4 GeV; theZ boson has a 91.2 GeV mass. These bosons

interact by coupling to “weak isospin”, the charge of the weak interaction. The bosons

are shown in Table 1.2, along with their relative strengths,and their range of interaction.

Table 1.3 shows the properties of the fermions in the Standard Model. Shown are

the fermion spins, quantum values, and mass.
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Fermions Fermion Spins
Quarks

(

u

d

) (

c

s

) (

t

b

) (

1
2
1
2

) (

1
2
1
2

) (

1
2
1
2

)

Leptons
(

e

νe

) (

µ
νµ

) (

τ
ντ

) (

1
2
1
2

) (

1
2
1
2

) (

1
2
1
2

)

Gauge Bosons Fermion Quantum Numbers
Electric Charge

Photon

(

+2
3

−1
3

) (

+2
3

−1
3

) (

+2
3

−1
3

)

(γ)
(

−1
0

) (

−1
0

) (

−1
0

)

Weak Isospin charge

Weak Bosons

(

+1
2

−1
2

) (

+1
2

−1
2

) (

+1
2

−1
2

)

(W+,W−, Z0)
(

+1
2

−1
2

) (

+1
2

−1
2

) (

+1
2

−1
2

)

Color charge

8 Gluons

(

R,B,G
R,B,G

) (

R,B,G
R,B,G

) (

R,B,G
R,B,G

)

(g)
(

0
0

) (

0
0

) (

0
0

)

Scalar Bosons Fermion Masses

Higgs

(

0.003
0.006

) (

1.3
0.1

) (

175
4.3

)

(h)
(

5 · 10−4

< 10−5

) (

0.8
< 3 · 10−6

) (

5
< 2 · 10−7

)

Table 1.3: The properties of fermions in the Standard Model.In the upper left corner
are the three generations of leptons and quarks. In the upperright corner are the fermion
spins. The next three rows on the left indicate the gauge bosons for each of the Standard
Model forces. Next to the gauge bosons are the quantum numbers of the fermions for the
given force. The fermions masses in GeV are shown in the last row, alongside the Higgs
boson which is responsible for imparting mass to the fermions. Each fermion has an
antiparticle (not shown), with the same mass and spin, but opposite quantum numbers.
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1.3 Standard Model Theory and Predictions

The success of the Standard Model is that it provides a terse explanation of particle

physics phenomena. The theory describing how the particlesbehave is formulated by

an equation called a “Lagrangian”. The Lagrangian is equal to the kinetic energy minus

the potential energy of the particles. The kinetic energy terms account for motion of

particles. The potential energy terms specify the forces, and account for the fundamental

interactions of the theory, including particle productionand decay.

The Standard Model Lagrangian incorporates quantum theory, relativity, and local

gauge invariance. Quantum theory states that a particle is described by a wave function,

and that energy and other quantum numbers are transmitted indiscrete quanta. Relativ-

ity governs the behavior of interactions or observations extended over space and time.

Local gauge invariance means that the phase of the wave function can be chosen arbi-

trarily at each point in space-time without changing the theory itself. Quantum theory

and relativity lead to the interpretation that particle interactions are the exchange of par-

ticles. When local gauge invariance is applied, the existence of force mediating “gauge

bosons”, and the nature of their couplings to other particles in the theory are completely

specified.

Each force in the Standard Model is represented by a gauge symmetry transforma-

tion. Symmetries lead to the conservation of properties, such as rotational symmetry

leading to the conservation of angular momentum. Gauge symmetries require that the

physical system is invariant under various shifts in the force charges with respect to

shifts in time and space coordinates. A gauge symmetry transformation has the effect of

transforming one elementary particle into another. Gauge symmetries are represented

by gauge groups: for electromagnetism, it is the U(1) group,for the weak force it is the

SU(2) group, and for the strong force it is the SU(3) group.

It has been experimentally found that the weak interaction does not conserve parity
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(P), the transformation by reflection in space as in the imageseen in a mirror. The weak

interaction is described by a “polar Vector minus Axial vector” (V-A) theory. Polar vec-

tors, like momentum, are vectors which reverse direction under a parity transformation.

Axial vectors, like angular momentum or spin, are vectors which do not reverse direc-

tion under parity transformation. Since both types of vectors are manifest in the weak

interaction, parity is not conserved. This parity violation is biased such that theW+

andW− bosons only couple to “left-handed” chiral states of matterand “right-handed”

chiral states of antimatter.

Chiral states are related to a more easily visualized measure called helicityH, which

is the dot product of the spin and momentum of a particle,

H = J · P. (1.1)

Fermions are spin-1/2 particles, havingH = -1/2 when the spin is in the opposite direc-

tion as the momentum, andH = +1/2 when the spin is in the same direction. Positive

helicity states are referred to as “right-handed”, similarto the convention of the “right-

hand rule” for vector products. Negative helicity states are called “left-handed”. Helicity

is equal to chirality for particles with no mass. For fermions, chirality is represented by

a basis of spinors which have a value of either +1/2 or -1/2. The +1/2 state is referred to

as right-handed and denoted by a subscript R, the -1/2 state denoted as L.

The V-A weak theory is represented by grouping the left-handed chiral states in an

“isospin” doublet, and the right-handed chiral states in an“isospin” singlet, as shown

in Table 1.4. Weak isospin refers to the charge of the weak current. The upper par-

ticle of the doublet in each of the three generations has a weak isospin of +1/2, the

lower one, a weak isospin of -1/2. The gauge symmetry is therefore described by

a left-handedSU(2) group,SU(2)L. Incorporating the strong force, electromagnetic

force, and the asymmetric weak force, the Standard Model theory is represented by
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Doublet Singlet
(

u
d

)

L

(

c
s

)

L

(

t
b

)

L

uR, dR, cR, sR, tR, bR,

(

e
νe

)

L

(

µ
νµ

)

L

(

τ
ντ

)

L

eR, νeR, νµR, µR, τR, ντ R

Table 1.4: Weak isospin doublet and singlet. Only left-handed fermions may be trans-
formed by the weak charged current.

SU(3) X SUL(2) X U(1).

To predict observable behaviors of particles, the theory must produce finite proba-

bilities for certain processes to occur, and so must define a set of formal rules for the

properties of the particles, their propagations, and theirinteractions. This is often done

by constructing Feynman diagrams which visually representa particle physics process,

and also can be used to assist in calculating probabilities.In the diagram, each particle

is a represented by a line and each vertex is the interaction of a force. Solid lines with

arrows are fermions. Curvy, wavy, or broken lines are bosons. A diagram represents a

mathematical term that can be used in a formula. Feynman diagrams can be rotated such

that the arrow of time is drawn in any direction. If the particle arrow points opposite to

the direction of time, it is considered an antiparticle moving in the direction of time.

In Figure 1.1, time moving upward would indicate that the boson decayed producing a

particle and antiparticle.

1.4 Electromagnetic Processes

The electromagnetic force is governed by the theory of Quantum Electrodynamics (QED).

QED is the exchange of photons by electrically charged particles. All QED calculations

can be done in terms of Diagram 1.2a, which shows a photon interacting with a charged
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fermion propagators

boson propagator
vertex

Figure 1.1: A general example of a Feynman diagram showing the interaction between
two fermions and a boson. Each fermion, boson, and vertex represents mathematical
terms that can be combined to determine the probability for the diagrammed process
to occur. The probability for this process is dependent on the mass, energy, spin, and
momentum of the incoming and outgoing particles.

lepton or quark. By means of a photon, ane+ ande− may transform into aµ+ andµ−

(Figure 1.2b).

1.5 Strong Processes

The strong force is governed by the theory of Quantum Chromodynamics (QCD), which

is the interaction of gluons with particles having color charge. Quarks can have red (R),

blue (B), or green (G) charge. Antiquarks have anticolor,R̄, B̄, or Ḡ. Gluons are multi-

colored, having six color-anticolor combinations ofRB̄, RḠ, BḠ, BR̄, GR̄, GB̄, and

two multi-color combinations of1/
√

2(RR̄ − BB̄), and1/
√

6(RR̄,BB̄-2GḠ). Quarks

exist only in bound states called “hadrons” which are electrically neutral combinations

of quarks. Hadrons with two quarks are called “mesons”, and with three quarks are

called “baryons”. TheD− meson(c̄d) and theΩ− baryon(sss) are examples of each.

Since the Pauli exclusion principle prohibits identical spin-1/2 particles from occupying



10

γ

(a) (b)

time

l−, q

electromagnetic
coupling

e−
l−, q 

e+

µ−

γ
µ+

Figure 1.2: Feynman diagrams showing electromagnetic processes. (a) The basic dia-
gram of a charged lepton or quark interacting with a photon. (b) An example of a process
where ane+ and ane− produce aµ+ and aµ− through annhilation into a photon.

the same state, bound states like theΩ− are explained by each quark having a different

color. The name “color” provides a useful analogy since quarks can only be bound in

colorless states. Therefore, as in the analogy with light, acombination ofR + B + G

is colorless, as well as̄R + B̄ + Ḡ. When gluons interact with quarks, the color of the

quark is transformed. Since gluons carry color, they can interact with themselves. The

Feynman diagrams for the interactions of QCD are shown in Figure 1.3.

1.6 Weak Processes

Particles with weak isospin, including all the quarks and leptons, can interact with the

weak force. The charged weak interaction is mediated by theW+ andW− bosons, and

the neutral weak interaction by theZ0 boson. TheW+ andW− bosons can change the

“flavor” of a lepton or quark, thus transforming ane into a νe or a u into a d. A W

boson interacts with left-handed fermions and right-handed antifermions. TheZ0 boson

couples to both left-handed and right-handed chiral states, but interacts more strongly
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Figure 1.3: Feynman diagrams showing QCD interactions. (a)On the left, a quark
changes color via interaction with a gluon. The middle diagram shows a gluon fusion
process. This is represented on the right in terms of the color flow of the gluons. (b) A
∆++ decays via a gluon into a proton and a pion. All three of these composite particles
are colorless.

with left-handed states. The possible fermion interactions of the weak theory are shown

in Figure 1.4.

The effect of the V-A weak interaction can be seen in the decayof the charged pion,

shown in Figure 1.5. Because of the left-handed asymmetry inthe weak interaction,

right-handed fermion and left-handed antifermion interactions are suppressed by the

factor of (1 − v/c) m2/2E2 ∗. Therefore, due to the difference between electron and

muon masses, the rate ofπ+ → e+ +νe is more than ten thousand times less than that of

∗In this case, “handed” refers to helicity rather than chirality. The discussion in Section 1.3 explains
the difference.
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Figure 1.4: Feynman diagrams showing weak interactions of the fermions. (a) AW
boson interacts with left-handed fermions and right-handed antifermions. AZ boson
interacts with a fermion and antifermion. (b) AZ boson decays viaµ+µ− into the final
state of three left-handed particles and three right-handed antiparticles. AB0 meson
transforms into its own antiparticle by exchangingW+ andW− bosons.

π+ → µ+ + νµ because the two final state particles in a pion decay must havethe same

helicity. This effect is called “helicity suppression”.

1.7 Fermion Mixing and CP Violation

The weak force maximally violates charge (C) and parity (P) separately, but also violates

charge-parity (CP) transformations. This means that left-handed matter does not behave

exactly like right-handed antimatter, and so the two are distinguishable. The differences

are smaller than a percent, but allow us to experimentally quantify the difference be-
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νe
νµµ+

e+
π+

Figure 1.5: The decay of a spin-0 pion must conserve angular momentum, shown by
the hollow arrows. Since the neutrinos are the least massive, they are ultra-relativistic,
and always left-handed. This forces either thee+ or µ+ to be left-handed. The muon is
the least relativistic, and therefore, the preferential decay isπ+ → µ + νµ rather than
π+ → e+ + νe.

tween matter and antimatter. TheKL is a linear combination ofds̄ andsd̄ and its decay

KL → e+ + νe + π− would be expected to have the same rate asKL → e− + ν̄e + π+ if

there were no CP violation. Because of CP violation, the electron can be defined as the

lepton which is produced 0.3% less than the positron in the case of the decay of theKL

meson.

The charged weak interaction can transform a quark of one isospin to a quark of

opposite isospin. Primarily this transformation is withinthe same generation; how-

ever, weak interactions allow quarks from different generations to interact. The mixing

of quarks between generations is parameterized by the Cabbibo-Kobayashi-Maskawa

(CKM) matrix of Equation 1.2. The values in Equation 1.3 are current experimental

constraints on the magnitudes of the CKM parameters.
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The unitary CKM matrix is often parameterized in terms of three angles, and a complex

phase which quantifies the amount of CP violation in the quarksector.

Recent experiments prove that neutrinos have mass, allowing neutrinos to mix be-

tween generations. The Maki-Nakagawa-Sakata (MNS) matrixparameterizes the mix-

ing, or oscillation of neutrinos. Each neutrino is viewed asa mixture of three types of

neutrinos,ν1, ν2, andν3. Because of large mixing angles, eachνi neutrino is not dom-

inantly νe, νµ, or ντ . The MNS matrix has three angles and a CP-violating complex

phase.

1.8 Electroweak Unification

Since Coulomb discovered that the electromagnetic force between charges has the same

force law as Newton’s gravitational force between masses (charge∗charge/distance2),
physicists have been seeking to unify forces. In the 19th century, Maxwell found that

electricity and magnetism were manifestations of the same force. In the 20th century, the

electromagnetic force was found to unify with the weak forceat high energies, as in the

early universe or at particle accelerators. The electroweak unified theory is represented

by the gauge group SU(2)L X U(1), and four massless gauge bosons are necessary to

maintain its gauge invariance. Since theW+, W−, andZ0 have been experimentally

observed to have mass while the photon is massless, the electroweak symmetry is nec-

essarily broken.

The Standard Model accounts for breaking of the electroweaksymmetry at low en-

ergies by introducing an extra term,LHiggs, to the Lagrangian which depends on the
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weak gauge fields, the electromagnetic gauge field, and a potential V,

V = µ2|Φ|2 + λ|Φ|4, (1.4)

whereΦ is a complex scalar field. The minimum of V is non-zero, meaning that there

is a non-zero vacuum expectation value (vev) for the Higgs field. There are an infinite

number of these non-zero solutions corresponding to the number of points on the cir-

cumference of a circle. The symmetry is broken once the minimum is non-zero. The

“place on the circle” is the one parameter in the unification theory.Φ is reformulated in

terms of a non-zero vacuum expectation value, three scalar fields which have longitudi-

nal degrees of freedom, and a scalar field calledH. The weak and electromagnetic fields

are redefined such that they are invariant under local SU(2)L gauge transformations.

Substituting these redefinitions intoLHiggs results in the appearance of three massive

vector fields for theZ andW bosons. TheZ andW acquire a longitudinal degree of

freedom and a mass. The massless photon and the Z boson are defined in such a way

that the photon does not participate in the weak interaction. The substitution also results

in the appearance of a real scalar Higgs field. The Standard Model accommodates this

Higgs field in terms of a massive scalar Higgs boson, another fundamental particle added

to the Standard Model. In general, it is possible that the Higgs may be a composite

object, although such models are more difficult to reconcilewith existing constraints

from data.

The combined electroweak theory introduces processes where the photon couples to

the charged weak fields as in Figure 1.6.



16

− −++
WW

γ

W

Z

W

Figure 1.6: Feynman diagrams showing electroweak interactions of the bosons. The
diagram on the right demonstrates the photon coupling to theweak boson fields.

Quantity Number of parameters
Quark masses 6
Lepton masses 6

Coupling Constants 3
Independent parameters of CKM matrix 3
Independent parameters of MNS matrix 3

Magnitude of CP violation in quark sector 1
Magnitude of CP violation in lepton sector 1

Fundamental electroweak mass scale 1
Higgs mass 1

Table 1.5: The 25 independent parameters of the standard model.

1.9 Limitations and Extensions of the Standard Model

The Standard Model of Fundamental Particles and Interactions has provided sound pre-

dictions which have been repeatedly verified over the last 20years. Howevever, it has

various theoretical flaws.

It fails to predict values like particle masses, realizing them only as empirical pa-

rameters entered into the theory. In order to fully specify the Standard Model, one needs

to measure 25 independent parameters (Table 1.5).
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The Higgs boson, which is integral to the mechanism of electroweak symmetry

breaking, has so far escaped discovery. The best fit of the Higgs mass from preci-

sion electroweak fits of data has been excluded, and current experimental bounds put

the Higgs mass at greater than 114 GeV. To satisy the condition that the sum of various

scattering amplitudes for tree-level standard model processes do not exceed unitarity,

theory dictates that either the Higgs boson is lighter than about 780 GeV or new physics

must appear below an energy scale of 1.2 TeV [2].

It is understood that the Standard Model is likely the low-energy limit of a more

global unbroken symmetry which might serve to explain the mechanism for sponta-

neous electroweak symmetry breaking. One very elegant model, called “Supersymme-

try”, introduces an additional symmetry to provide a methodfor electroweak symmetry

breaking. This symmetry requires the Standard Model particles to have higher mass

supersymmetric partners, thereby almost doubling the number of fundamental particles.

Another theory, called “technicolor”, introduces a new strong force to impart mass

to theW andZ bosons. This theory is often extended to give special significance to the

top quark due to its uniqueness in the Standard Model. It is the most massive quark,

and furthermore, it is the only quark with a mass greater thanthe massive bosons of

the weak interaction (Zo,W± ). Because of its high mass, it is the only fermion to

have a Yukawa coupling to the Higgs field of order one. The theory known as “topcolor

assisted technicolor” [3] suggests a new strong force preferentially coupling to the third

generation of quarks. As a result, a topcolorZ ′ and two “top gluons” would exist which

would decay preferentially tott̄ andbb̄.

Theories of extra dimensions, which require some particlesto exist in dimensions

beyond the three space and one time dimension we see in everyday life, have scenarios

where new scalar bosons with couplings preferential to the third generation are pre-

dicted. In some extra dimensional scenarios, in which just the bosons exist in extra

dimensions, particles very similar to the topcolorZ ′ are predicted [4].
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Beyond the understanding of electroweak symmetry breaking, there are many out-

standing problems remaining for the Standard Model. Although there is a very success-

ful classical theory of general relativity describing how gravity behaves on large scales,

there is no working theory of the quantum interactions of gravity. The presence of grav-

ity distorts space-time, and so the theory must explain how gravitons not only interact

with other quantum particles, but also interact with space-time. The most likely manner

of doing this is currently understood to be superstring theory, which has had the most

success of any theory in demonstrating that gravity may be properly unified with the

other forces.

The Standard Model is remarkably successful, explaining the interactions of matter

with forces to a high precision over many orders of magnitudein energy. Perhaps in the

next two decades, further developments will explain electroweak symmetry breaking,

and unify the electroweak interaction with the strong interaction, or even gravity. The

main goal of experimental particle physics today is to conduct measurements which

are sensitive to deviations from Standard Model predictions, indicating that there is

physics beyond the Standard Model which can solve these puzzles left by our current

understanding. This dissertation will focus on the question of whether the top quark is

special by searching for a right-handed, or “V+A” interaction, in its decay.
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Chapter 2

Producing the Top Quark

The only experimental apparatus capable of producing the 175 GeV top quark is at

Fermi National Accelerator Laboratory (Fermilab) [5, 6], located in Batavia, Illinois

(Figure 2.1). At Fermilab, the top quark is created in both strong and weak interactions

resulting from collisions between 900 GeV protons and anti-protons. This chapter ex-

plains the necessity for such high energy collisions, the method of producing them, and

the interactions which create top quarks.

2.1 Using Collisions to Study the Structure of Matter

The structure of objects in our universe can be determined byparticle collisions. When a

2.4 eV photon from the sun collides with an atom in a blade of grass, a bound electron is

temporarily excited to a higher energy level, emitting a photon upon its return. If enough

of these resulting photons are absorbed by a human eye, one can see the shape and color

of the blade of grass. Visible light has a wavelength of5 · 10−7m, allowing the lens of

a microscope to bring into focus an object as small as a1.7 · 10−6m human cell. The

fundamental particles of the Standard Model are smaller than a proton, radius1 · 10−15
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Figure 2.1: An aerial view of Fermilab. Shown are the Linac, Booster, Debuncher, and
Accumulator, as well as part of the Main Ring.
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m (1 fm), making it necessary to use energies 100 billion times greater to determine its

structure. At high energies, the proton structure is a combination of quarks and gluons

called partons. In addition to the three quintessential “valence” quarks (u, u, andd), the

gluons give rise to virtual quark-antiquark pairs called “sea” quarks.

2.2 Fermilab Accelerator Complex

Inside the four-mile-circumference Tevatron tunnel circulates a clockwise-running beam

of 900 GeV protons, and a counterclockwise-running beam of 900 GeV anti-protons. To

achieve such energies, the protons and antiprotons are driven through a progression of

accelerators (Figure 2.2). The speed of the particles is increased by accelerating them in

electric fields. The direction of particles is controlled using magnetic fields to constrain

them in circles and to focus them at the interaction points. The beams collide in the

center of the Collider Detector at Fermilab (CDF) and theDØ detector.

2.2.1 Protons

The protons are obtained by heating hydrogen gas (H2) so thatH+ ions are produced.

A small electric field accelerates theH+ ions into a metal surface with a high cesium

content. Because the metal contains free electrons and the cesium has a low work func-

tion, high numbers of loosely held electrons gather around theH+ ions. When anH+

collects two electrons and is dislodged by another proton hitting the surface, theH−

ion will accelerate away from the metal surface. An electrostatic field accelerates these

H− ions to kinetic energies of 18 KeV. TheH− ions then approach the Cockroft-Walton

pre-accelerator (Figure 2.3) which uses a series of voltagemultiplier ladders to create a

large electrostatic potential between the huge dome and a grounded column. TheH−

beam is accelerated in the resulting field to 750 keV.
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Figure 2.2: Schematic of the Tevatron accelerator complex.
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Figure 2.3: The Cockroft-Walton pre-accelerator.
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TheH− ions are next accelerated in the Linac, which is a series of fourteen cylindri-

cal radio-frequency (RF) cavities. In an RF cavity, the electric field’s frequency is tuned

so that incoming ions are given coherent kicks of acceleration. The first five cavities

are drift tube linacs which use high-gradient electric fields (2 MV/m) to synchronously

kick theH− ions to 116 MeV. The last nine cavities resonate with standing RF waves to

accelerate the movingH− ions to 400 MeV.

On the way into the Booster, theH− ions pass through a carbon foil which strips off

the electrons, leavingH+ ions. These protons travel in orbit for 20,000 rotations around

the 75 m radius Booster, and are accelerated from 400 MeV to 8 GeV by these many

passes through a series of alternating gradient RF cavities.

The 8 GeV protons are then extracted from the booster and injected into the Main

Ring, a circular accelerator which shares the Tevatron tunnel. The Main Ring consists

of 774 dipole magnets for bending, 240 quadrupole magnets for focusing, and 18 RF

cavities for particle acceleration. Protons are accelerated from 8 GeV to 150 GeV in

this apparatus once every 2.4 seconds.

The 150 GeV protons are injected into the Tevatron, an alternating gradient syn-

chrotron contained in the same tunnel as the Main Ring and mounted just below it. Its

eight RF cavities accelerate the protons to 900 GeV. To keep such high energy parti-

cles in orbit, the Tevatron utilizes about 1000 superconducting magnets whose Nb-Sn

conductors are cooled to liquid helium temperatures.

2.2.2 Antiprotons

Antiprotons (̄p) bend in the opposite direction as protons in a magnetic field. The Fer-

milab accelerator complex makes use of this by transportingp̄ in much of the same

apparatus, but in the opposite direction and in two different orbits that only overlap at

collision points.
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Antiprotons are produced when 120 GeV protons extracted from the Main Ring

collide with a nickel target. For every1012 protons converging upon the target,107 an-

tiprotons are created. Charged particles from the collision are rendered nearly parallel

by a lithium lens, and dipole magnets are used to selectp̄ with 8 GeV momentum. An-

tiprotons are directed through the Debuncher, which reduces their momentum spread in

the longitudinal and transverse directions, allowing themto be collected in the Accumu-

lator. With this procedure,1010 p̄ can be collected in one hour. After1011 p̄ have been

collected, they are accelerated from 8 to 150 GeV in the Main Ring. Thep̄ beam is then

added to ap beam already circulating in the Tevatron at 150 GeV where they are then

accelerated to 900 GeV simultaneously.

2.2.3 Collisions

Inside the Tevatron, beams of2·1011 protons and6·1010 antiprotons are each divided into

six bunches. The beams travel in the same beam pipe in double helical orbits, thereby

intersecting only in two locations, the CDF andDØ detectors. At the interaction points,

the beams are focused to a transverse diameter of about 35µ m, creating an average of

2.5 interactions per bunch crossing (every 3.5µ s).

The performance of the Tevatron is measured in terms of instantaneous luminosity

L which is proportional to the number of protonsNp and antiprotonsNp̄ per bunch, the

number of bunches B in either beam, the frequency of bunch revolutionf , and inversely

proportional to the area of the intersection between the bunches,A.

L =
NpNp̄Bf

4πA
(2.1)

L typically decreases by a factor of two in ten hours due to transverse spreading ofA

and losses ofNp andNp̄ from collisions or interactions with residual gas or from strays

which fall out of a focused orbit. To consistently maintain high L, the beams are then
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jettisoned, and new protons and antiprotons are injected.

The goal of the accelerator complex is to operate continuously, producing high in-

tegrated luminosity
∫ Ldt. The data evaluated for this analysis was collected in two

periods: Run IA (August 1992 to May 1993) and Run IB (January 1994 to July 1995).

In Run IA, the peak instantaneous luminosity was 9.2·1030cm−2s−1, while typical val-

ues were 5.4·1030cm−2s−1. The total integrated luminosity was 31.7·1036cm−2, or 31.7

pb−1 (p = pico =10−12, b = barn =10−24cm2).

In Run IB, the peak instantaneous luminosity increased to 27·1030cm−2s−1, with

typical values of 16·1030cm−2s−1, for a total integrated luminosity of 100.8 pb−1.

In total, the Tevatron delivered a total integrated luminosity of 132.5 pb−1 to CDF in

Run I, providing 106 pb−1 of usable data for top physics analysis.

The integrated luminosity,
∫ Ldt, is related to the number of events N expected for

a given physics process by

N =
∫

Ldt · σ, (2.2)

whereσ is the cross-section for the process to occur.

The pp̄ inelastic scattering cross-section is about 50 mb, thus producing approxi-

mately 6.5 trillion inelastic scattering events in Run I.

2.3 Top Production

In contrast to the high inelastic scattering cross-section, the predicted cross-section for

producing 175 GeV top quarks at
√

(s) = 1.8 TeV is ten billion times less. Thus only a

thousand events were delivered to the CDF detector in Run I.

The top quark is mainly produced in association with an antitop quark via the strong

interaction. Thistt̄ production mechanism has a predicted cross-section of 5.1 pb [37],

90% coming from annihilation of initial state quarks on antiquarks, and 10% from col-
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lisions of gluons. Theqq̄ production processes dominategg since quarks tend to carry
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Figure 2.4: Feynman diagrams fortt̄ production via the strong force.

more momentum within the proton than the gluons. To creatett̄, the incoming partons

must have at least 20% of the 900 GeVp andp̄ momentum. The probability for a par-

ton to have a given momentum fraction is specified by its parton distribution function

(PDF). At these high momentum fractions, the number ofu quarks is greater than thed
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quarks and gluons, and is much higher than the number of sea quarks (Figure 2.5).

The top quark can also be produced via the weak interaction when a virtual W boson

decays into a single top quark as in Figure 2.6. Since the cross-section for this process

is about a third oftt̄ production and has lower experimental sensitivity, the observation

of top quarks at Fermilab has so far been restricted tott̄ production.
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Figure 2.5: The structure of the proton as a function of x, thefraction of proton mo-
mentum carried by each constituent. The plot is of x f(x,Q2), the probability density
distributions at the given momentum fraction for a given momentum transferQ2. The
upper distribution compares gluons with valence quarks; the lower compares gluons to
sea quarks.
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Figure 2.6: Feynman diagrams for single top quark production by the weak force.
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Chapter 3

Detecting the Top Quark

After the bottom quark was discovered in 1977, physicists began searching for its part-

ner, the top quark. In 1994, CDF found evidence for a 174± 10 (stat.)+13
−12 (syst.) GeV

top quark using 19.3 pb−1 data from Run IA [8]. In 1996, CDF andDØ simultaneously

announced the observation of the top quark with a mass of 176± 8 (stat.)± 10 (syst.)

GeV and 199+19
−21 (stat.) ± 22 (syst.) GeV, respectively [9, 10]. By 1999, the joint

CDF/DØ top mass was determined to be 174.3± 5.1 GeV [29].

3.1 Top Decay

The top quark is unique due to its heavy mass. Since its lifetime is approximately10−24

s, and the time for a free quark to form a bound state is approximately10−23 s, the top

quark decays as a free quark. The top quark decays almost 100 %of the time to a real

W boson byt→W+ +b. TheW boson decays either leptonically into a charged lepton

and antineutrino such asW+ → µ+ + νµ, or hadronically into a quark and an opposite

isospin antiquark such asW+ → u+ d̄. The Feynman diagram fortt̄ decay, where there

are twoW bosons, is shown in Figure 3.1. The branching ratios for thett̄ decay modes
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Figure 3.1: Feynman diagram for decay modes oftt̄ produced byqq̄ annihilation.

appear in Table 3.1.

tt̄ decays are classified into channels by number of final state charged leptons.

Events are referred to as “all-hadronic” when bothWs decay to quarks, “dilepton” when

bothWs decay to either electrons or muons, and “lepton + jets” whenoneW decays

to an electron or muon while the other decays to quarks. Tau leptons are not explic-

itly included in thett̄ decay channels because there observed final states, either hadrons

plus a neutrino or a soft electron or muon plus two neutrinos,are difficult to identify in

the detector. However, their subsequent decay into electrons or muons may cause them

to be included in the other channels. For each decay mode, there are non-tt̄ physics

“backgrounds” which can imitate thett̄ signal, decreasing measurement sensitivity. The

effect of these backgrounds can be reduced by discarding events with kinematics incon-

sistent withtt̄ decay. However, improvements in signal purity must be weighed against

diminution of realtt̄ events.
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Decay Mode Branching Ratio
tt̄→ (q′q̄)(q′q̄)bb̄ 36/81
tt̄→ (q′q̄)(eν)bb̄ 12/81
tt̄→ (q′q̄)(µν)bb̄ 12/81
tt̄→ (q′q̄)(τν)bb̄ 12/81
tt̄→ (eν)(µν)bb̄ 2/81
tt̄→ (eν)(τν)bb̄ 2/81
tt̄→ (µν)(τν)bb̄ 2/81
tt̄→ (eν)(eν)bb̄ 1/81
tt̄→ (µν)(µν)bb̄ 1/81
tt̄→ (τν)(τν)bb̄ 1/81

Table 3.1: The branching ratios fortt̄ decay modes assuming standard model couplings.
Hereq may be au, d, c, s or b quark.

The branching fraction to the all-hadronic channel is 44%. This mode is character-

ized by six or more “jets” which are collimated sprays of particles resulting from gluon

radiation and hadronization of the quarks. The main background for this mode is in-

elastic scattering where multiple jets are created throughgluon radiation. Although this

background is significantly more abundant thantt̄ in this channel, it can be reduced by

requiring one or two jets to be “b-tagged” or identified as coming from ab quark. One

disadvantage of this channel is that inW → q′ + q̄, the quark and antiquark jets cannot

be easily distinguished. The measurement of this thesis requires differentiation ofW

decay products, so the all-hadronic channel is not considered.

The branching fraction to the lepton + jets mode is 30%. Its signature is an electron

or muon, four jets, and missing energy due to the unmeasured neutrino. The back-

grounds in this channel are mainly from electroweak processes which produce a weak

boson in association with jets. A Feynman diagram for the dominant background called

“W + jets” is shown in Figure 3.2. By requiring one or two of the jets to be b-tagged,

backgrounds are reduced considerably. The lepton + jets sample of data provides the
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Figure 3.2: The Feynman diagram forW production in association with jets, the domi-
nant background in thett̄ lepton + jets channel.

best measurements of the top quark cross-section and mass due to its small background

and large signal rate.

The branching fraction to the dilepton channel is 5%. Its signature is two leptons

(µ or e), two jets from theb quarks, and missing energy from the two unmeasured neu-

trinos. The largest backgrounds are from Drell Yan processes in which quarks interact

producing aZ or a virtual photon (γ∗), and then decay into leptons. This background

can be reduced by requiring the leptons to be of different flavor, thereby rejecting all

exceptZ → τ+τ− → e+ + νe + µ− + νµ.

3.2 Collider Detector at Fermilab (CDF)

CDF is a multi-component detector equipped to detect the topquark by identifying

electrons, muons, jets, and missing energy due to neutrinos. The detector surrounds the
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collision region with azimuthal and forward-backward symmetry. Tracking detectors

measure the momentum (P) of charged particles such as electron and muons, and also are

used to identify jets fromb quark decay. Calorimeter detectors measure the energy (E)

of electrons, photons, hadronic particles, as well as the minimum ionization energy of

muons. Muon detectors surround the Calorimeters, providing additional muon tracking.

A diagram of CDF is shown in Figure 3.3. More detailed descriptions of CDF can be

found elsewhere [7].

It is useful to define detector coordinates and detection variables. θ is the angle

between the proton direction +z and a vector in theŷ − ẑ plane. Rapidity, defined as

− ln[(E + P )/(E − P )], is a Lorentz invariant quantity such that particle multiplicity

from inelastic collisions is constant per unit rapidity. For highly relativistic particles

which haveE � M this is approximated by pseudorapidityη,

η = −1

2
ln(tan(θ/2), (3.1)

which measures the forward direction of particles producedin collisions. Particles are

also specified by their “transverse energy”ET, defined by

ET = E · sin θ. (3.2)

Similarly, transverse momentum,

PT = P · sin θ. (3.3)
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Figure 3.3: A view of one quarter of a slice through the centerof the CDF II detector.
The full detector is recreated by reflecting the image from +zto -z, and rotating about
the z axis.
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3.3 Tracking Detectors

3.3.1 Magnetic Field

Charged particles entering the central detector volume pass through a series of three

tracking detectors enclosed in a 1.4 T field, created by a 1.5 meter radius, 4.8 meter long

super conducting toroidal magnet. The magnetic field B is aligned along the direction

of the proton beam, bending charged particles to curve in thex̂− ŷ plane with radius

R =
PT

q ∗B (3.4)

where q is the sign of the electric charge, and B is the strength of the magnetic field.

3.3.2 Silicon Vertex Detector (SVX)

Immediately surrounding the beryllium beam pipe is the Silicon Vertex Detector (SVX)

shown in Figure 3.4, which provides coverage for|η| < 1.9, and has a single hit resolu-

tion per layer of 13µm with a 96 % hit efficiency. The 54 cm long SVX encompasses

most of thepp̄ interactions which are centered at z = 0 and have a 30 cm Gaussian width.

Silicon does not conduct electricity because there is a∼ 1 eV potential gap between

its valence band of electrons and its conduction band. A charged particle traveling

through 300µm thick silicon produces 24,000 electrons, but this signal cannot be dis-

tinguished above the108 free charge carriers typically being excited from the valence

to the conduction band at thermal equilibrium. By substituting some phosphorus for

silicon, extra electrons are added to the conduction band, making the silicon “n-type”.

Similarly, substituting boron for silicon removes electrons from the valence band, mak-

ing the silicon “p-type”. Applying a bias voltage to a junction of “n-type” and “p-type”
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Figure 3.4: Diagram of one of the two SVX barrels.
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silicon creates a depleted region that minimizes the numberof free electrons being ther-

mally excited from the valence band to the conduction band, allowing a 24,000 electron

signal to be detected.

The basic unit of the SVX is a wafer composed of a junction of strips of “p-type”

silicon on an “n-type” silicon substrate. A “ladder” is composed of three 8.5 cm long

silicon wafers electrically bonded end to end with aluminumread-out strips running

parallel to the beam line. Ladders are read out on one side by readout chips handling

128 strips (channels) each. A “wedge” is 4 layers of increasingly wider ladders at radii

of 2.861 cm, 4.256 cm, 5.687 cm, and 7.866 cm from the beam axis. Twelve wedges

equally spaced inφ are mounted onto a barrel running parallel to the beam. Two 25.5

cm barrels separated by a 2.15 cm gap at z = 0 compose the SVX detector, for a total

of 96 ladders. To minimize data readout of the 46,080 channels, only channels which

register a hit are read out. In this sparse mode, only 5% of thechannels are read out on

an average event. The time it takes to read out all twelve wedges in parallel is 2 ms.

Between Run IA and Run IB, the SVX was replaced with an SVX’ detector, identical

in structure but incorporating radiation resistant readout chips, and utilizing AC rather

than DC currents.

The SVX provides preciser−φ tracking and a mechanism for discerning secondary

vertices in thêr−φ̂ plane. Combined with the other tracking detectors, the SVX provides

a measurement with approximately 15µm resolution of the impact parameter of a track,

which is defined as the distance of closest approach to the primary vertex of an event. A

non-zero impact parameter is a signature of secondary vertices from theb hadron.

3.3.3 Vertex Time Projection Chamber (VTX)

Surrounding the SVX, the Vertex Time Projection Chamber (VTX) provides z vertex

information which distinguishes between vertices from multiple interactions occurring
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in a single bunch crossing. The VTX extends radially from 8 cmto 22 cm, and is

comprised lengthwise by eight octagonal modules containing an equal mixture of argon

and ethane gas. Each module holds 192 sense wires which run radially outward and

serve to collect free charge carriers that are created when charged particles ionize the

gas.

The wire position of the signal gives a radial coordinate, and the timing of the hits at

each wire determines the z position. In events with multipletracks, the VTX provides

the z position of the primary vertex with an uncertainty of less than 1 mm, allowing a

track to be associated with the correct vertex. The 2.8 m length of the VTX provides

tracking information for|η| < 3.25.

3.3.4 Central Tracking Chamber (CTC)

Beyond the VTX from a radius of 0.3 m out to 1.3 m is the Central Tracking Cham-

ber (CTC) which measures the transverse momentum of chargedparticles, using their

curvature inside the 1.4 T magnetic field. The CTC accommodates 84 layers of sense

wires grouped into nine superlayers running the 3.2 m lengthof the chamber, as shown

in Figure 3.5. Field wires in the chamber generate a 1350 V/m drift field. The super-

layers alternate between “axial”, which run parallel to thebeam direction and provide

r − φ tracking, and “stereo”, which are offset from the beam axis by 3◦ and together

with the axial layers can therefore resolve positions in ther̂ − ẑ plane. Together, these

layers provide 3-D tracking. The superlayers contain cellsof sense wires in an argon-

ethane-ethanol gas mixture. Axial cells hold twelve sense wires, while stereo cells have

six. The cells are tilted 45◦ relative to the radial direction to account for the azimuthal

direction of drift electrons in the crossed electric and magnetic fields. By fitting hits in

the CTC to a helical path, the CTC provides tracking coverageover the range|η| < 1.0,

and gives a transverse momentum resolution ofδPT/PT < 0.002PT . Combined with
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Central Tracking Vertex Tracking Silicon Vertex Detector
Chamber (CTC) Chamber(VTX) (SVX)

Polar Angle |η| < 1.5 |η| < 3.25 |η| < 1.2
Coverage

Inner, Outer 30.9, 132.0 8, 22 2.7, 7.9
Radii (cm)

Length (cm) 320 280 26

Layers 60 axial, 24 stereo 24 4

Strip/Wire 10 mm 6.3 mm 60µm (inner 3 layers)
Spacing 55µm (outer layer)

Spatial 200µm (r − φ) 200-500µm (r − z) 15µm (r − φ)
Resolution 4 mm(r − z)

Momentum δPT/PT = 0.002PT δPT/PT = 0.001PT

Resolution

Thickness ≈ 0.015X0 ≈ 0.0045X0 ≈ 0.035X0

in radiation
lengths (X0)

Table 3.2: Description of the charged particle tracking chambers.

the SVX, this resolution improves toδPT/PT < 0.001PT because of the precision of

the SVX and the increased path length for the measurement.

The parameters of the tracking detectors are summarized in Table 3.2. Charged

particles with energy greater than 350 MeV and neutral particles escape the magnetic

field in the tracking volume and enter the calorimeters.
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Figure 3.5: Cross-section of the CTC illustrating the arrangement of 84 layers of drift
wires into cells within nine superlayers.
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Material Atomic Mass Atomic Density Radiation Absorption
(g/mol) Number (g/cm3) Lengthλ0 (cm) LengthX0 (cm)

Aluminum 26.98 13 2.70 8.90 37.2
Iron 55.85 26 7.87 1.76 17.1
Lead 207.19 82 11.35 0.56 18.5

Table 3.3: Absorption properties of materials used in the CDF detector.

3.4 Calorimetric Detectors

Surrounding the tracking detectors are calorimeters whichmeasure the deposited energy

of incident electrons, hadrons, and photons by causing themto cascade into a shower of

lower energy particles.

The calorimeters encompass the beam axis with 2π symmetry, extending to|η| <
4.2. They are composed of alternating layers of an absorption material and an active

collection medium. There are two types of calorimeters, electromagnetic (EM) and

hadronic (HA), each with different absorption materials.

Electromagnetic calorimeters mainly measure electrons, positrons, and photons. When

an electron passes through the dense absorption layers, it is deflected by the electric field

of the atoms in the material, producing bremsstrahlung photons to conserve momentum.

The photons will compton scatter in the medium, and if the photons have sufficient en-

ergy (> 3 MeV in lead) they will produce electron-positron pairs in the field of the

nucleus. These three particles travel in almost the same direction, and the process of

photon, electron, and positron creation repeats creating acascade of particles which first

grows and then diminishes as shower particles lose energy. This electromagnetic shower

of particles is detected as a signal in the active collectionmedium. Electromagnetic ab-

sorption layers are classified in terms of radiation lengthX0, the distance over which an

electron loses all but1/e of its total energy by bremsstrahlung. With its high nuclear
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charge of +82, lead has anX0 of 0.56 cm, and is used as the absorption material in the

EM calorimeters.

Hadronic calorimeters provide additional material to measure the showers of hadrons.

Hadrons mainly shower due to inelastic nuclear collisions rather than electromagnetic

deflections. These collisions produce additional particles, such as pions. Neutral pions

produced by the showers result in electromagnetic cascades. Since the effective target

area of a nuclei is 100,000,000 times smaller than that of an atom, hadronic showers

develop over a longer distance. The hadronic calorimeters are therefore located outside

the electromagnetic calorimeters. Hadronic absorption materials are classified by their

interaction lengthλ0, the mean free path of a particle before undergoing an inelastic col-

lision. Iron has aλ0 of 17.1 cm, compared with 18.5 cm for lead, making it the choice

for the HA calorimeters. A comparison of absorption materials is shown in Table 3.3.

Both types of calorimeters sample the energy of the randomlyfluctuating shower,

leading to an uncertainty in the energy measurement. In electromagnetic cascades, the

primary energy loss mechanism is ionization, which provides a detectable signal in the

active layers. Hadronic cascades however lose 30% of their incident energy through

the breakup of nuclei. Since this does not yield a signal, energy resolution in the HA

calorimeters is worse than in the EM calorimeter.

The active collection layers in the EM and HA calorimeters detect a fraction of the

energy produced in the shower by returning a signal proportional to the ionization loss

of shower particles. Two types of active layers are used in the CDF detector. Plastic

scintillating counters contain organic molecules which become excited by the passage

of charged particles, and produce photons. This luminescence is transmitted by light

guides, and amplified by a photo-multiplier. Proportional counters contain gas-filled

tubes with an electric field created between a high voltage anode wire in the tube and

copper planes surrounding the tubes. As charged particles penetrate the tubes, the gas

is ionized, and free electrons are accelerated to the wire, creating an avalanche of sec-
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ondary electrons which are collected and amplified.

To determine the position of incoming particles, the detectors are segmented into

towers inη − φ space which project to the nominal interaction point. Each tower has a

constant size of∆η ∼ 0.1, resulting in increasingly smaller towers as a functionof η.

The extent of the shower, in terms of the number of towers and the progression of the

shower through the layers, helps distinguish electrons andphotons from jets.

In addition to measuring the energy and direction of particle showers, the calorime-

ters also detect a small amount of “minimum ionizing energy”from muons, which are

not easily deflected by the absorption material due to their high mass and do not produce

showers. Neutrinos do not interact with the CDF detector butare inferred by summing

the energy deposited as a function ofφ and calculating the transverse missing energy

(6ET) and itsφ direction.

The calorimeter is divided into three pseudorapidity regions: Central (C) with|η| <
1.1, Plug (P) with 1.1< |η| < 2.4, and Forward (F) with 2.4< |η| < 4.2.

3.4.1 Central, Plug, and Forward Calorimeters

The central calorimeter is composed of the Central Electromagnetic Calorimeter (CEM),

the Central Hadronic Calorimeter (CHA), and the Wall Hadronic Calorimeter (WHA).

The collection medium is plastic scintillating counters; polystyrene is used in the CEM,

and acrylic is used in the CHA and WHA.

There are 24φ wedges of CEM and CHA pointing to r = 0, each covering 15◦ of

the circle. Each wedge has ten towers extending in the z direction and segmented with

∆η = 0.11, as shown in Figure 3.6. This geometry is duplicated at-z with 24 additional

wedges, for a total EM coverage of|η| < 1.1. The WHA calorimeter augments the

coverage of hadronic showers to a range of|η| < 1.3.

The Central Electromagnetic Shower Detector (CES) is embedded a third of the
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way into the CEM at 5.9X0, which is the point of maximum shower development for

50 GeV electrons. The CES is a a proportional strip and wire chamber which measures

the transverse profile of the shower in theφ direction using anode wires running along

the z-axis, and in the z-direction using radial cathode strips. The CES can identify the

position of a 50 GeV electron with 2 mm resolution.

A set of proportional tubes called the Central Preshower Detector (CPR) is located

between the solenoid and the CEM. Electrons typically interact with the solenoid coil

and deposit energy in the CPR, whereas hadrons are much less likely to interact, leaving

little or no energy.

The Plug Electromagnetic Calorimeter (PEM) is 34 disk-shaped, alternating lay-

ers of lead (PEM) and proportional tube counters. The plug hadronic calorimeters

(PHA) contain 20 alternating layers of iron and proportional tube counters. The For-

ward Calorimeters, FEM and FHA, extend theη range to 4.2. At such highη, there is

high particle activity and little spatial discrimination between nearby jets or electrons.

The plug region is used to find jets, but the forward region is only used for the6ET

calculation.

The CEM, PEM, FEM, and FHA were calibrated using test-beam electrons to un-

derstand the characteristic particle showers and to measure the energy resolution. The

CHA and PHA were calibrated with test-beam pions. The central calorimeter is regu-

larly calibrated with137Cs sources to check for change in response over time.

The energy resolution, coverage, and segmentation of the different calorimeters is

specified in Table 3.4.

3.5 Muon Detectors

Muons have exactly the same interactions as electrons. However, since their mass is 200

times more than that of electrons, their deflection in the absorption material of calorime-
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System Range Segmentation Energy Resolution Total Thickness
Thickness Per Layer

(|η|) (|∆η| × |∆φ|) (GeV) (cm)
CEM < 1.1 0.11× 15◦ 13.7%

√
ET ⊕ 2% 18X0 0.32

CHA < 0.9 0.11× 15◦ 50%
√
ET ⊕ 3% 4.5λ0 2.5

WHA 0.7 - 1.3 0.1× 15◦ 75%
√
ET ⊕ 4% 4.5λ0 5.0

PEM 1.1 - 2.4 0.09× 5◦ 22%
√
ET ⊕ 2% 18 - 21X0 0.27

PHA 1.3 - 2.4 0.09× 5◦ 106%
√
ET ⊕ 6% 5.7λ0 5.0

FEM 2.2 - 4.2 0.1× 5◦ 26%
√
ET ⊕ 2% 25X0 0.45

FHA 2.4 - 4.2 0.1× 5◦ 137%
√
ET ⊕ 3% 7.7λ0 5.0

Table 3.4: Coverage and energy resolution of the calorimeter detectors.⊕ denotes the
direct sum.

ters produces little radiation, and therefore they lose energy very slowly when passing

through matter. Muons are identified using arrays of proportional drift tubes located

outside of the calorimeter. To ensure that hadrons whose showers extend through the

calorimeter do not reach the muon detectors, 60 cm of absorbing steel was added be-

yond the central calorimeter before Run IB. Muons are identified by a track in the CTC,

a failure to shower in the calorimeter, and an ionization signal in the muon detectors.

The central muon detection system is comprised of the Central Muon Chambers

(CMU), the Central Muon Upgrade (CMP), and the Central Muon Extension (CMX).

The CMU and CMP extend to|η| < 0.6, and the CMX provides coverage to|η| < 1.0.

A CMU chamber contains three modules filled with an argon/ethane/ethanol gas

mixture. Each module holds four layers of four single-wire,rectangular drift cells. The

sense wires are offset inφ by ± 2 mm in alternating layers to remove ambiguity as to

which side of the wire the particle traversed. Each CMU chamber covers 12.6◦ in φ.

Between Run IA and Run IB, four layers of staggered drift chambers called the CMP

were added outside the solenoid return yoke to provide more muon coverage and hadron

rejection. The CMU encompasses 85% of the solid angle in the region|η| < 0.6, the
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CMP encompasses 63%; the intersection of CMU and CMP is 53 % ofthe solid angle.

The CMX is two hollow, truncated cones at either end of the detector in z. Each cone

is composed of two free-standing arches housing eight staggered layers of rectangular

drift tubes. Sandwiching the CMX are the two layers of the Central Muon Extension

Scintillators (CSX), which serve as timing counters for identifying muons. The CMX

system covers 71% of the solid angle in the 0.6< |η| < 1.0 region. The Forward Muon

Detector (FMU) covers the region 2.0< |η| < 3.6 using a toroidal muon spectrometer,

but is not used in this analysis.

3.6 Event Trigger System

3.6.1 Event Rates

The rate of bunch crossings at CDF during Run I was 280 kHz, or every 3.5µs. In-

elastic scattering event rates are used to determine the instantaneous luminosity, which

determines the number of events expected for predicted physics processes. Inelastic

processes, selected in a data sample at CDF referred to as “minimum bias”, generate

particles uniformly inη, and therefore mainly at small angles relative to the beam axis.

The Beam Beam Counters (BBC) are scintillating detectors used to count minimum

bias interactions. The BBC covers an angular region between0.32◦ and 4.47◦. In this

small region, where 3.2< |η| < 5.9, as many particles are expected in inelastic collisions

as in the entire central and plug sections of the detector. The BBC counters look for at

least one track on each side of the detector to identify inelastic interactions. Using the

BBC and the VTX, an average of one interaction per beam crossing was measured in

Run IA, and three interactions per crossing in Run IB.
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3.6.2 Trigger System

The event rate due to inelastic scattering is nearly 280 kHz.With each event generating

130 kilobytes of digitized data, this is beyond data handling capabilities. CDF manages

incoming data by using a trigger system which searches for specific physics processes

while rejecting undesirable events.

This three level trigger system reduces the event rate to approximately 5 interesting

events per second, while minimizing “dead-time”, the amount of time that the detec-

tor does not register new interactions. At each step, eventsare selected which satisfy

increasingly more sophisticated algorithms. The Level 1 and Level 2 triggers select

events by implementing gate logic with signals received from the detector readout chan-

nels. The Level 3 trigger uses software reconstruction to choose events.

The Level 1 trigger has no dead-time since its decision time is less than the bunch-

crossing time. Its decision is based on whether significant energy is deposited in the

calorimeters, or whether muons are identified in the muon chambers. Trigger towers in

the calorimeter are defined with|∆η| × |∆φ| = 0.2× 15◦. Electrons and jets are found

by searching trigger towers for deposited energy above a threshold. The muon trigger

requires a pair of hits in two parallel muon drift tubes, sometimes called a “stub”. Events

with potential neutrinos are selected by searching for a large 6ET in the calorimeter. Level

1 reduces the event rate from 280 kHz to 1 kHz.

The Level 2 trigger combines tracking and calorimetry information to make a deci-

sion in 20µs, resulting in a few percent of dead-time. The central fast tracker (CFT) is

a digital processor that uses hits in the CTC to reconstruct thePT of high momentum

tracks with a resolution of∆PT/PT
2 =3.5%. Jet candidates are identified by combin-

ing the energy from Level 1 trigger towers with that of its neighboring towers. Electron

candidates are found using theET , η, andφ of trigger towers in conjunction with CTC

track trajectories. Muon candidates are detected by matching CTC tracks with track
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segments in the CMU, CMP, and CMX. The Level 2 trigger reducesthe event rate from

1 kHz to about 20 to 35 Hz.

The Level 3 trigger is a software reconstruction program running on a farm of four

Silicon Graphics processors. The software executes a two dimensional CTC tracking

algorithm that accounts for 50% of the4
7

of a second processing time per event. These

CTC Tracks are matched to energy clusters or muon segments, further reducing the event

rate from about 30 Hz to 3-5 Hz for Run IA and almost 8 Hz in Run IB. The surviving

events are written to tape for a more comprehensive reconstruction of the event.
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Chapter 4

tt̄ Event Selection

4.1 Thett̄ Signature

4.1.1 Monte Carlo

We determine the signature oftt̄ events in the CDF detector using a Monte Carlo gener-

ator. To generatett̄, the Monte Carlo must model its production and decay. The Monte

Carlo uses parton distribution functions (Figure 2.5) and calculated cross-sections for

parton-level production processes (Section 2.3) to determine the momenta distributions

of the producedt andt̄. Next, thet andt̄ are decayed according to the branching ratios

from Table 3.1 with angular distributions and momenta consistent with those predicted

by the weak theory.

The two most important kinematic properties are theη of the particles which deter-

mines the subdetectors that can provide measurements, and thePT which determines

the ability of the trigger and analysis to distinguish produced particles in top decay

from background. Using the Herwig Monte Carlo program [23],we generate a sample

of 8,000tt̄ lepton+jets events. Theη distribution of the particles from these decays is

shown in Figure 4.1, with the coverage of the subdetectors. The particles mainly traverse
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the central detectors, allowing us to limit our search window and reduce backgrounds

which produce particles at highη. Shown in Figure 4.2 are thePT distributions of these

particles. Note that few of the particles havePT < 10 GeV.

These distributions do not take into account the effects of quark fragmentation and

radiation, nor the ability of the detector to measure the energy and direction of the re-

sulting particles. The selection criteria will finally depend on the efficiency for finding

object in each detector region, and also ontt̄ background rejection. However, this in-

formation provides us with the subdetectors and energy ranges necessary to find thett̄

decay products.

This analysis focuses on the dilepton and lepton+jetstt̄ channels where we require

a sample of events with at least one highPT electron or muon. From this sample, events

with final state neutrinos are selected by requiring6ET. After requiring jets, possibly

with b tags, thett̄ selection is complete. The selection criteria for these objects remove

or “cut” background events.

4.2 Identifying Electrons in Data

4.2.1 Trigger Electrons

The Level 1 trigger requires electrons to have a CEM cluster with ET > 8 GeV. The

Level 2 trigger imposes electrons to have a CFT track ofPT > 12 GeV pointing to a

CEM cluster ofET > 16 GeV. Since this cut removes 10% of real electrons, there isan

additional trigger which requires a CEM cluster of at least 16 GeV and6ET greater than

20 GeV is used for selecting electrons with neutrinos (e.g.,W → e+ νe events).
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Figure 4.1: Theη of generator-level particles from Monte Carlott̄ lepton+jets events.
The upper plot is of theW+, andW− daughters: lepton, neutrino, quark, and antiquark.
The lower plot is of theb quarks. The arrows denote the extent of coverage for several
subdetectors.
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Figure 4.2: ThePT of generator-level particles from Monte Carlott̄ lepton+jets events.
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The lower plot is of theb quarks.
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4.2.2 Primary Electron Selection

Electron quality cuts remove electrons produced from secondary decays of hadrons in

jets, photon pair production ofe+e−, and fake electrons. Electrons are required to have

ET > 20 GeV in the CEM to avoid the trigger threshold. The energy (E) of the CEM

cluster is compared to the CTC track momentum (P) of a matchedtrack, and candidates

with |E/P | > 1.8 are eliminated since their energy deposits do not likelycome from

the track. As mentioned in Section 3.4, electrons shower mainly in the electromagnetic

calorimeter, whereas hadrons leave a large fraction of energy in the hadronic calorimeter.

To remove hadrons,Ehad/Eem is required to be less than 0.05. The lateral shower profile

variable,Lshr, is required to be consistent with real testbeam.Lshr is defined by

Lshr = 0.14
∑

i

Eobs
i −Epred

i
√

(0.14
√
E)2 + σ2

pred

where for each tower i adjacent to the central tower,Eobs
i and 0.14

√
E are the observed

energy and uncertainty,Epred
i andσ2

pred are the predicted energy and uncertainty. The

extrapolation of the CTC track and the shower position in theCES must match within

a few centimeters, both inr − φ distance,∆x, and in z distance,∆z. The profile of

the electron shower shape in the CES is also compared to testbeam electrons (χ2
strip).

The z position of the electron vertex (Zelectron) must match to z position of the primary

vertex as measured in the VTX (Zvertex). ThisZvertex value also must be within about

2 standard deviations (60 cm) from the nominal interaction point. The last condition

requires that the energy cluster not be at the boundaries of gaps in the detector, where

there is potential for mismeasurement. These cuts are summarized in Table 4.1 and

define the tight central electron criteria (TCE).

The efficiency for keeping real electrons with these cuts is evaluated using a data

sample ofZ → e+ + e− events. In this sample, one electron satisfies tight electron
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ET > 20 GeV
E/P < 1.8
Ehad/Eem < 0.05
Lshr < 0.2
CES requirements :
∆x < 1.5 cm
∆z < 3.0 cm
χ2

strip < 10
|Zelectron − Zvertex| < 5 cm
|Zvertex| < 60 cm
Fiducial cuts at boundaries

Table 4.1: Tight Central Electron (TCE) Selection Criteria.

requirements. A second electron passing “loose” requirements must combine with the

tight electron to form an invariant mass of between 75 and 105GeV. This creates a rel-

atively pure sample ofZ events, and therefore a pure sample of secondary electrons.

Since these electrons have not been subjected to the triggerrequirements or the elec-

tron selection criteria, they can be used to study the efficiency of the tight cuts. The

distributions for the second electron are shown in Figure 4.3. The overall efficiency for

retaining electrons after imposing the cuts in Table 4.1 is 81.9± 0.7 %.

After these cuts, 30 to 40% of the selected electrons originate from “photon conver-

sions”, collisions between photons and detector material resulting in electron-positron

pairs. These conversions are not interesting to most analyses, and can be eliminated.

Since conversion electrons are tangential to each other butwith opposite sign curvature,

tracks which are closer than 0.2 cm inx − y space when they are parallel or closer in

θ than|∆cot θ| = 0.06 are removed. Any track that does not extrapolate fully through

the VTX is considered a conversion. Finally, the invariant mass of the electron track

with any other CTC track must be greater than 0.5 GeV since photons are massless. The

overall efficiency for keeping electrons after conversion removal is 88± 4%.
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Distributions of second electron in Z decay
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Figure 4.3: Distributions of loose second electron fromZ → e+ + e− sample. The
value of the tight electron cuts are denoted with an arrow, indicating the fraction of real
electrons kept for the given cut.
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Variable TCE requirement LCE requirement
E/P < 1.8 < 4.0

Ehad/Eem < 0.05 < 0.055 +0.045×E
100

χ2
strip < 10 no requirement

Table 4.2: Cuts different between tight central electrons (TCE) and loose central elec-
trons (LCE).

4.2.3 Secondary Electron Selection

In tt̄ dilepton events, an additional lepton is required. To increase electron detection

efficiency, the second electron is subjected to loose central electron (LCE) criteria which

balance the gain intt̄ efficiency against the loss in purity of the sample.

To select an LCE, theE/P cut, Ehad/Eem, andχ2
strip requirements are loosened.

Table 4.2 outlines the difference between the TCE and LCE classes. The efficiency of

the LCE requirements is determined fromZ → e+ + e− events to be 89.7± 0.005 %.

4.3 Identifying Muons in Data

4.3.1 Trigger Muons

The Level 2 muon trigger accepts events with a CTC track ofPT > 12 GeV pointing

to a Level 1 muon chamber stub. Since there are more muon events passing the Level

2 trigger than can be handled by the data acquisition system,a prescale procedure is

applied which keeps only a specified fraction of events. To prevent top events from

being lost, an additional trigger keeps highPT muon events if there is a calorimeter

cluster withET > 15 GeV matching the CTC track, a possible signature for the semi-

leptonic decay of ab hadron. Muons which pass through only the CMP (called “CMP-

only” as distinguished from “CMU-only” and the intersection of both “CMUP”) are also
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kept for events with two additional jets and at least 35 GeV of6ET.

4.3.2 Primary Muon Selection

Quality cuts are applied to the muon candidates to remove hadrons and cosmic ray

muons. The cuts ensure that the CTC track, calorimeter energy deposit and muon stub

are aligned. The first cut, motivated by Figure 4.2, is the requirement that a CTC track

must havePT > 20 GeV, after refitting the track to pass through the calculated beam

position (a “beam-constrained” track). This track should also extrapolate to its muon

stubs, to withing a few centimeters in ther − φ plane, |∆X|. The |∆X|CMX and

|∆X|CMP requirements are looser than|∆X|CMU due to the multiple scattering from

additional detector material. The muon should only deposita small amount of energy

in the calorimeters, and therefore the electromagnetic andhadronic calorimeter energy

deposits (Eem andEhad) must be small but non-negligible. The impact parameter of a

track,d0, is defined as the distance between the extrapolated track and the beam line.

Cosmic ray backgrounds are reduced by requiringd0 to be less than a few millimeters,

and the z position at the beam lineZmuon to be close to the z position of the vertex

Zvertex. TheZvertex should also be located near the nominal interaction point. The cuts

are outlined in detail in Table 4.3.

The efficiency of the tight muon cuts is determined using the second muon in a

sample ofZ → µ+ + µ− events. This sample is extremely pure; only one of 2500

dimuon events selected prior to a 75 GeV< Mee < 105 GeV cut has same-sign muons.

The second muon is required to havePT > 20 GeV to remove anyPT dependence from

the efficiency calculation. The efficiency for the combined set of cuts is 91.4± 1.0% for

CMX muons, 90± 2% for CMU-only muons, 88± 2% for CMP-only muons, and 93.6

± 0.7% for CMUP muons. Figure 4.4 shows the distributions of selection variables for

the second muon in theZ → µ+ + µ− sample. Tight muons in thett̄ dilepton sample
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ForPT > 20 GeV/c
Track-Stub Matching :
|∆X|CMU < 2.0 cm

OR
|∆X|CMP < 5.0 cm

OR
|∆X|CMX < 5.0 cm

Eem energy in tower< 2.0 GeV
Ehad energy in tower< 6.0 GeV
Ehad + Eem energy in tower> 0.1 GeV
Impact Parameter< 3 mm
|Zmuon − Zvertex| < 5 cm
|Zvertex| < 60 cm

Table 4.3: Tight muon selection criteria.

are required to be CMUP, CMP-only, CMU-only, or CMX as definedabove.

4.3.3 Secondary Muon Selection

For tt̄ dilepton events, the efficiency is increased by requiring additional muons in the

event to satisfy somewhat looser criteria.

Central minimum ionizing muons (CMI) are added to the loose muon selection.

These muon candidates do not pass through the fiducial volumeof the muon chambers,

and therefore satisfy all of the tight muon criteria except the requirement of matching a

muon stub in the CMX. To reduce fakes, CMI muons are required to be well separated

from surrounding tracks and energy deposits. To quantify this, the variablesIcal and

Itrack are defined as

Ical =
Econe

T −ET

Pmuon
T

(4.1)
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Distributions of second muon in Z decay
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Figure 4.4: Distributions of the loose second muon from theZ → µ+ +µ− sample. The
value of tight muon cuts are denoted with an arrow, indicating the fraction of real muons
kept for the given cut.
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Type of TCM requirement LCM requirement
Track-Stub Matching :

CMU |∆X|CMU ¡ 2.0 cm No |∆X| requirement
CMP |∆X|CMP ¡ 5.0 cm No |∆X| requirement
CMX |∆X|CMX ¡ 5.0 cm Not defined
CMI Not defined Ical, Itrack < 0.1

Table 4.4: Differences between tight central muons (TCM) and loose central muons
(LCM).

and

Itrack =
P cone

T − Pmuon
T

Pmuon
T

(4.2)

whereEcone
T is the sum of all transverse energy in a cone of radius∆R =

√

∆φ2 + ∆η2

= 0.4 centered around the muon,P cone
T is the transverse sum of all track momenta in the

cone,ET is the transverse energy in the muon tower, andPmuon
T is thePT of the muon

refit using ther − φ of the beam position. BothIcal andItrack are required to be less

than 0.1 for CMI muons. The efficiency for CMI muons fromZ → µ+ +µ− data where

the first muon is a TCM is found to be 91.6± 0.012. The differences between LCM’s

and TCM’s for the dilepton sample are outlined in Table 4.4. The distributions for these

criteria are shown in Figure 4.5.

4.4 Identifying W Bosons

Further criteria are demanded for events to be consistent withW decay. The electron or

muon must be well separated from jets to remove events with leptons originating from

semi-leptonicb decays. Events with an additional lepton consistent withZ → e+ + e−

are removed. Also,6ET is required to indicate the presence of a neutrino.

The separation of leptons from other jet activity is done using the isolation variable,
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Figure 4.5: Distributions of the loose second muon fromZ → µ+ + µ− sample. In this
case, the second muon is a CMI. The value of CMI cuts are denoted with a dotted line,
indicating the fraction of real muons kept for the given cut.
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Electron Cuts:
Et > 10 GeV
Ehad/Eem < 0.12
Isolation < 0.2
E/p < 2.0 (if in CEM)

Muon Cuts:
Pt > 10 GeV/c

If associated with a stub
Eem energy in tower< 5.0 GeV
Ehad energy in tower< 10.0 GeV
|∆X|CMU,CMPorCMX < 5.0 cm
Isolation < 0.1

If no stub
Eem energy in tower< 2.0 GeV
Ehad energy in tower< 6.0 GeV
|η| < 1.1
Isolation < 0.2

Table 4.5: Loose lepton quality cuts applied to the secondary lepton to remove events
consistent withZ boson decays.

I. For muonsIcal is defined by Equation 4.1. For electrons :

Ical =
Econe

T −ET

Eele
T

(4.3)

whereEcone
T is the transverse energy in a cone of radius∆R = 0.4 centered around the

electron, andET is its transverse energy. Primary electrons and muons must haveIcal <

0.1 to be considered for theW sample.

To create a pure sample ofW events,Z → e+ + e− andZ → µ+ + µ− events must

be removed. After identifying an isolated lepton, a loose set of criteria are applied to

any additional lepton candidates in the event to classify them as aZ boson and reject

them from theW sample. These cuts are defined in Table 4.5.

Neutrinos do not interact with the detector, so their presence is inferred through6ET.
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6ET is calculated by first taking the vector sum of all the towers within η < 3.6. Next,

thePT of tight and loose muons withPT > 10 GeV is added in, since their energy was

not deposited in the detector. Requiring6ET > 20 GeV is 83.0± 0.1 % efficient fortt̄

events.

After the isolation requirement,Z removal, and6ET cut, there are 38602 muon events,

and 57,675 electron events of quality data, coming from “good runs” where there are no

known detector problems.

To establish the remaining events contain real Ws, a measurement of theW mass

from these events should agree with the accepted value. A precise determination of the

z-axis component of the missing energy cannot be made inpp̄ events due to uncertainty

in the z component of the initial partons in the initeraction. Instead, a transverse mass

MT is computed:

MT =

√

(|P lep
T | + 6ET)2 − (

~
P lep

T + ~6ET)2 (4.4)

wherePT is measured from the track momentum for muons, and from the calorimeter

energy deposit for electrons. This is plotted in Figure 4.6 for both the electron and

muon events. As is expected, there is a peak at about 80 GeV indicating theW mass.

The asymmetric shape is a smeared Jacobian peak due to the missing z momentum

component. A complete study of theW sample provides a measurement of theW boson

mass;MW = 80.433± 0.079 GeV. This agrees with the world average as of March 2003

of MW = 80.425± 0.038 GeV. Note that currently, the CDF Run IW mass is the third

most precise out of six measurements used to compute this world top mass.

4.5 Identifying Jets

The energy deposited in both the EM and HAD calorimeter towers within a cone size of

∆R of 0.4 is used to determine jet energy E. Combined with the location of the primary
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Figure 4.6: Transverse mass of the lepton,PT, and 6ET vectors for the W sample. The
figure on the left is for electrons, and on the right is for muons.

vertex and the location of the center of the jet cone, theθ of the jet can be determined.

Jets in the plug calorimeter region are included to improve acceptance oftt̄ events. A

“tight jet” is defined as a jet withET > 10 GeV and|η| < 2.0. “Loose jets” must

haveET > 8 GeV, and|η| < 2.0. For dilepton events, two tight jets are required. For

lepton+jets events, only three tight jets and a fourth loosejet are required. This improves

acceptance without adding significant background. Becauseof jet fragmentation and

gluon radiation, there is a strong likelihood of extra jets in both types oftt̄ events, and

these events are not rejected.

4.5.1 B Jet Selection Criteria

In dilepton events, the two highestET jets in the event are assumed to beb jets. Any

additional jets from gluon radiation are typically lower energy.

For lepton+jets events, there are at least four jets, only two of which are realb jets.

The main background tott̄ lepton+jets isW+jets, in which the jets have only about a
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1% probability of being ab jet. Therefore, identifying at least oneb jet in the event

greatly reduces this background.

The method used for identifyingb jets in this analysis is called the secondary-vertex

(SECVTX) algorithm. The lifetime of theb is about 1.5 ps. Since theb typically has aPT

of 65 GeV (see Figure 4.2) and a typicalb hadron mass of 5 GeV, the relativistic boost

γ = E/m causes theb to travel about 5 mm in the radial direction before decaying

into charged tracks creating a secondary vertex. Since the SVX detector can resolve

displaced vertices to roughly 130µm, it can be used to identifyb jets. Figure 4.7 is an

illustration of such a vertex showing the impact parameter,d0, or distance inr − φ of

closest approach of a track to the primary vertex. The signeddisplacementLxy is useful

for determining fake rates of theb-tagging algorithm, since ifLxy were negative, it would

indicate that the secondary vertex occured before the primary vertex, and therefore is not

likely a realb-jet.

The primary vertex is found using a weighted fit of thez-position of the vertex given

by the VTX detector, and the SVX tracks not consistent with a secondary vertex. In

events with multiple interactions, the primary vertex is defined as the one with the largest

scalar sum of transverse momentum of its associated tracks.The beam is not completely

parallel and coaxial with the CDF z-axis. The slope was foundto be about 5µm/cm in

the transverse direction with an uncertainty of 1µm/cm. The displacement between

the beam axis and the detector axis varied by as much as 2 mm. The beam locations

were measured on a run-by-run basis and found with accuracies of 0.4µm/cm for the

slope and 10µm for the displacement. The overall uncertainty in the determination of

the primary vertex for one event in the transverse directionranges from 6 to 36µm

depending on the number of tracks and the event topology.

Secondary vertices are found by looping over tracks, calculating their impact param-

eter, and determining whether they are in the proximity to a jet. Displaced tracks are

required to have|d0|/σd0
< 3, whereσd0

is the uncertainty on thed0 measurement. The
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Figure 4.7: Diagram of secondary vertex resulting from ab hadron decay. Each track
originating from the secondary vertex has an impact parameter,d0.
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tracks must match a jet withET > 15 GeV and|η| < 2.0 to within 35◦ in the transverse

plane. If two such tracks exist for a given jet, the vertex is defined to be displaced.

67% of tt̄ events have at least oneb-jet in the fiducial range of the SVX detector.

The efficiency for tagging at least one b-jet intt̄ events is measured to be 39± 3%.
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Chapter 5

Search for V+A in Top Decay

5.1 Motivation

The ability of physics to characterize properties of natureand the universe is often re-

lated to the understanding of a symmetry. Conservation of energy, momentum, and an-

gular momentum are all associated with symmetries and allowus to predict the behavior

of particles in certain situations.

Asymmetries in the universe are particularly worthy of study. The weak force vio-

lates the symmetries of Parity (P), Charge (C), and Time (T).Our current understanding

of the Standard Model is that nature seems to have arbitrarily chosen the weak force

carrier to couple to left-handed matter. This is highly unsatisfying, yet may have paved

the way for our universe, consisting of matter, to exist.

The top quark is also an oddity of nature. Its high measured mass means that unlike

all other quarks, it decays before hadronizing passing its spin information to its decay

products. Also, unlike other quarks, it can decay to a realW boson.
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The heavy top mass leads to a Yukawa coupling to the Higgs fieldof

g(top) =
√

2 · 174.3 GeV/246 GeV = 1.00. (5.1)

This means that the top quark has the only large coupling withthe Higgs field, and

is the factor which dominates many higher order calculations to predicted low energy

phenomenon. “From an Electroweak Symmetry Breaking point of view, top is the only

natural quark” [11].

Because of its close relationship with the Higgs field, it is often argued that the top

quark may play a unique non-Standard Model role in electroweak symmetry breaking.

This has led to a wide development of extensions to the Standard Model.

Top-condensate models argue that similar to a condensate ofCooper Pairs forming

in a super conductor giving rise to a photon mass, top-antitop pairs may form a conden-

sate, giving rise to the masses of theW+, W−, andZ. This condensate would then be

the Higgs particle [12]. Another model introduces a chargedscalar called a top-pion,

which in contrast to theW boson, couples only to the right-handed top quark [13].

There are also extended standard models with a newSU(2)R gauge group and mir-

ror fermions that cause anomalous right-handed weak couplings of the top and bottom

quarks [14]. It is certainly an appealing solution to the asymmetry ofSU(2)L X U(1)

to assume that is merely part of a bigger group with right-handed couplings as well:

SU(2)L X SU(2)R X U(1). The beautiful mirror theory predicts a non-standard fourth

generation with unbiased weak interactions may impact theW helicity in top quark de-

cays since the predicted fourth generation particles will mix with the top quark. Also

if this new fourth generation particle has a mass sufficiently similar to the top quark, it

may contaminate the top event sample causing the propertiesof the top quark, including

W helicity, to be mismeasured [15].

V+A admixtures with a mirror fermionX may grow with quark mass with terms
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like
√

Mq/MX , therefore providing the largest mixing with the top quark.

Indirect limits of right-handedt → b currents have been assigned using the process

b → s + γ, which proceeds viaW emission to a top quark followed byW absorption

to a strange quark, thereby sensitive to thetbW vertex. These limits are stringent, but

scenarios can be envisaged where other contributions tob→ s+γ lead to an invalidation

of these bounds [16].

It is necessary to check the chirality of thetbW decay current directly to validate or

invalidate the Standard Model expectations of top. It is therefore the topic of this thesis

to verify that the electroweak coupling of the top quark is a standard V-A coupling

predicted by electroweak theory in the context of searchingfor a V+A component to the

coupling.
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5.2 Introduction to Analysis

The electroweak coupling of the top quark can be studied via the decay of the top quark

to aW boson andb quark.

The spin oneW has three possible spin orientations: +1, 0, or -1. This leads to three

W helicities (dot product of spin and momentum) : forW+ it is right-handed when the

spin is in line with the momentum, left-handed when it is anti-aligned, and longitudinal

when it it perpendicular to the momentum. The handedness is opposite for theW−.

HW+,W− = J̄ · P̂ =



























−1 left− handed, right− handed

0 longitudinal

+1 right− handed, left− handed

The helicity of theW is reflected in the different angular distributions of the lepton

coming fromW decay. For theW+ → l+ + ν, the lepton will tend to decay in the

direction of theW spin. ForW− → l− + ν̄, the lepton will tend to decay in the opposite

direction. The measurement ofW helicity in t→ l+ ν + b is often done in terms of the

cosine ofψ?
l [17], the angle between the lepton in theW rest frame and the boost vector

from the top to theW rest frame (Figure 5.1).

LongitudinalWs produce a symmetric distribution aboutcos ψ?
l . Left-handedWs

have their spin anti-aligned with the momentum, causing thelepton to decay opposite

theW momentum, with a peak atcos ψ?
l = -1, in the b quark direction. Right-handed

Ws give leptons an extra kick in the direction of theW momentum, causing them to

point in the opposite direction of theb quark,cos ψ?
l = +1 (Figure 5.2).

A measurement of the angleψ?
l requires a knowledge of the top andW rest frames,

which are difficult to obtain because of the uncertainty in the neutrino direction. In

dilepton events, two neutrinos means that these reference frames are even more difficult

to obtain.
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Figure 5.1: The angleψ?
l

This analysis exploits the relationship between the angleψ?
l and thel − b invariant

mass combination:

M2
l+b = 1/2 · (M2

T −M2
W )(1 + cosψ?

l ) (5.2)

M2
l+b = (Pl + Pb)

2 (Figure 5.3) is invariant under boost and since it is a directmeasure

of the cos ψ?
l distribution, it can be used to determine the relative proportions of left-

handed, right-handed, and longitudinalWs in top data.

V-A theory predicts the probability of eachW helicity distribution in top decay.

Because of the large top mass relative to theW , 70% ofWs will be polarized in the

longitudinal direction according to:

f0 =
M2

t /M
2
W

(M2
t /M

2
W + 2)

(5.3)

forMt = 174.3 GeV andMW = 80.4 GeV. Due to maximal parity violation in the weak

interaction, the remaining 30% ofWs must be either right-handed or left-handed. Since

nature is biased so that theW+(W−) couples to left-handed (right-handed) matter, this

30% is left-handed (right-handed) (Figure 5.4).

If there were right-handed decays, it would not decrease thebranching ratio to lon-



76

l
*ψcos 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

l*
ψ

d
N

/d
 c

o
s

 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Angular distributions for W helicity states

longitudinal
left-handed
right-handed

Angular distributions for W helicity states

Figure 5.2: The longitudinal helicity distribution is symmetric, while the left-handed and
right-handed distributions peak asymmetrically. For instance,cos ψ?

l = -1 corresponds
to the lepton from theW decaying in the same direction as theb quark.
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Figure 5.3:M2
l+b = 1/2 · (M2

T −M2
W )(1 + cosψ?

l )

gitudinalWs, it would instead decrease the branching ratio to left-handedWs. If the

asymmetry of the weak theory were instead right-handed, a V+A interaction, theW

helicity would stay 70% longitudinal, and the remaining portion would be right-handed.

For a very nice calculation of the helicity amplitudes see reference [18].

This analysis compares the data from leptonic decays of top quarks produced in

tt̄ pairs to MC distributions representing V-A and V+A theoriesin order to extract a

measurement for the fraction oftbW couplings which exhibit a V+A interaction,fV +A.

In terms of the branching ratiosΓ to right-handed and left-handedWs,

fV +A =
Γ(t→W+

RHb)

Γ(t→W+
RHb) + Γ(t→ W+

LHb)
(5.4)

Theoretical distributions ofM2
l+b are shown in Figure 5.5. The reason for the different

M2
l+b distributions can be understood in terms ofψ?

l . A 30% right-handed, as opposed

to left-handed, coupling causes there to be more events where the lepton boost in the
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W rest frame is in the same direction as theW momentum in the lab. This results in a

higher invariantl − b invariant mass (Figure 5.6).

With detector acceptance effects, these distributions will change slightly. For in-

stance, since the lepton must be outside of the cone of the jet, the distribution will be

cut off at small angles between the lepton and theb jet, leading to reduced contributions

at lowM2
l+b. This affects the V-A distribution since it peaks at lowM2

l+b, but does not

reduce the sensitivity for finding V+A since the V+AM2
l+b distribution peaks higher.

The interference between identical final states of V+A and V-A is not considered in

this analysis, as is the case when thel − b mass is neglected in matrix element calcu-

lations. With nob mass, the chirality and helicity would be the same, and therewould

be no interference between V+A and V-A. The largest effect this could have is if the

non-standard theory being searched for contained equal couplings of V+A and V-A for

the tbW vertex. In this case, leading interference terms of the order of the mass of the

b quark divided by its energy would enter in to the matrix element calculation, of order

approximately 6%. This 6% is an estimate of how much of the matrix element is being

failed to be calculated by ignoring the interference effects as is the case when using

calculating the V+A and V-A amplitudes separately. The 6% isan overestimate since it

considers the maximal case of equal V-A and V+A components, and also since the ac-

tual effect of this interference on the relative polarizations of theW bosons is expected

to be smaller. For pure V-A theory, the interference term is almost zero, since there is

only a tiny right-handed component from theb mass with contribution on the order of

M2
b /M

2
t . Since a<6% effect, pales in comparison with the statistical and systematic

effects in this analysis, this effect can safely be ignored,but may need to be revisited for

Run II if statistical and systematic uncertainty reaches this level of precision. [19]

fV +A will be a value from zero to one, and is not the same asfRH , the fraction

of right-handedWs. These two are related simply byfV +A = fRH /(1-f0). fRH has

been previously measured at CDF to befRH = 0.11± 0.15 (stat.)± 0.06 (sys.) [20]. In
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Figure 5.6: The left-handed coupling of V-A, compared to theright-handed coupling of
V+A, leads to a lowerM2

l+b distribution for V-A than V+A.

terms of V+A, this corresponds tofV +A = 0.37± 0.50 (stat.)± 0.2 (sys.). This previous

analysis uses the difference in leptonPT spectrum between lowerPT left-handedWs

verses higherPT right-handedWs. The leptonPT technique has the benefit of being

dependent only on the well-measured leptonPT, allowing multiplett̄ lepton+jets and

dilepton samples to be used, without regard to matching the lepton to thet or t̄, and

without the uncertainties associated with reconstructingthe jets in the event. As will be

shown later, the latter is not significant, since systematicuncertainties associated with

jet energy scale are anti-correlated with top mass uncertainties, and so jet energy scale

uncertainties largely cancel out in theM2
l+b analysis. The main advantage of theM2

l+b

analysis is that it is reference frame invariant, and since it takes into account the topPT,

it is more sensitive tocos ψ?
l than the leptonPT method.

Indirect limits of right-handed top decay from analyzingb→ s+γ data from CLEO

are strong, limiting the contribution to less than a few percent [16]. However, there

is an assumption that the top-quark loop, rather than new physics, gives the dominant
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contribution to the process. A direct method for measuring thecos ψ?
l distribution and

therefore determining the nature of thetbW vertex is still the only definitive answer.
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5.3 Analysis Method

5.3.1 Pairing Lepton with B Jet

This analysis seeks to measureM2
l+b in thett̄ dilepton and lepton+jets channels.

The calculation ofM2
l+b is complicated by lack of knowledge about which is the

correct jet to match with the lepton in the event. Even when two jets in the event can be

identified asb jets, there is still an ambiguity about which one belongs with the lepton.

Only correct pairings of leptons andbs are sensitive tocos ψ?
l . Incorrect pairings

produce a different distribution, with a large tail beyond the physical limit from top

decay ofM2
l+b < (M2

t −M2
W ) (Figure 5.7).

Kinematic fitting to determine the correctl−b pairing from top decay was considered

but since theM2
l+b distributions are different between V+A and V-A, fit methodswould

be biased toward solutions which favored more V-A like distributions. Comparison

of sensitivity was done with pseudo-experiments between only correct pairings and all

pairings, and the result of including correct pairings was less than a 10% decrease in

statistical uncertainty. Some of this gain is probably due to the fact that when events

were deemed correctly paired to generator level partons, this eliminated much of the

effect of initial and final state gluon radiation in these events. Therefore, we decided

against using kinematic constraints to discriminate correct pairings in this analysis.

Tagging the charge ofb jets by doing aPT weighted sum of the track charges within

the jet was also considered, and is unbiased to event kinematics. Since the ability of this

technique to discriminate betweenb andb̄ is small, and not well measured due to limited

statistics in the data, it was not utilized, but may be usefulwith more statistics in Run II.

Every lepton andb pairing in the event is considered in this analysis. The possi-

ble pairings for each lepton are correlated since when one possible lepton pairing is

unphysical, the other is more likely to be physical. This adds more information than
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Figure 5.7: TheM2
l+b distribution for correct (a) and incorrect (b) pairings of the lepton

and theb with V-A Herwig generator-level information. The line denotes the cut off
from the kinematics of top decay. The last bin is for overflow events.

taking the pairings all independently, so wherever possible the possible lepton pairings

are considered simultaneously in the fit.

Depending on the type oftt̄ event, several techniques are used to maximize the

sensitivity to correct pairings.

For dileptontt̄ events, the two leptons are paired with the highest two correctedET

jets. For each lepton, there are two possible pairings, one of which is likely to be correct

(barring possibilities of extra jets in the event from gluonradiation), and one which is

a mismatch to theb jet of the opposite charged top in the event. A 2-D distribution

can be made plottingM2
l+b1 vs. M2

l+b2 for each lepton: 2 entries per event. Instead

of removing incorrect pairings, this approach uses the correlation between correct and

incorrect pairings to gain more information. For instance,if both the incorrect pairing

and correct pairing were both high inM2
l+b, the event would have a greater weight for

being right-handed than if only one pairing was high inM2
l+b.

For lepton+jets events, a sub-sample is chosen in which events have jets that pass the
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SECVTX b-tag criteria outlined in Section 4.5.1. Since the jets areb-tagged rather than

chosen by assumption of highestET jets as in the dilepton case, one would expect these

samples to be more correctly paired than in the dilepton case. The lepton+jets sub-

sample is divided into events with a singleb-tagged jet and events with twob-tagged

jets. In the double tagged sample, the situation is similar to that in the dilepton sample:

for each lepton, there is a correct and an incorrect pairing.TheM2
l+b values in this

sub-sample can be arranged in a 2-D distribution ofM2
l+b1 vs.M2

l+b2 demonstrating the

possible pairings for the lepton.

For the single-tagged sample, there is only one lepton and one b jet, and therefore

only one possible pairing, thus this pairing will be correctonly half the time. With only

oneb jet and one lepton, a 1-D distribution ofM2
l+b must be used.
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5.4 Event Selection Summary

Thett̄ samples chosen for this analysis are chosen with the CDF Run Idilepton criteria

[21], and the CDF Run I top mass sample for SVX single-tagged and SVX double tagged

events [22]. Thett̄ samples used in this analysis were chosen to contain low background

fractions in order to minimize dependence on the ability of Monte Carlo generators to

produce the correct jet distributions, as well as to improvesignal to background. These

samples minimize combinatorics because the b jets are explicitly identified by tagging or

by the absence of light quark jets from W decay. Also, since they have been well studied

in Run I, the backgrounds are well understood, as well as the necessary systematics.

A more complete description of the electron, muon, and jet identification variables is

described in Chapter 4.

• Dilepton selection criteria

– Event selection

∗ A highPT electron

∗ An oppositely charged highPT muon

∗ 2 highET jets

∗ Large MissingET

∗ Conversion electrons and cosmic ray contamination removed

– Electron and muon selection

∗ PT > 20 GeV

∗ |η| < 1.0

∗ Track and calorimeter isolation< 0.1

– Jet selection

∗ measuredET > 10 GeV
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∗ |η| < 2.0

– 6ET selection

∗ 6ET > 25 GeV

∗ if ∆φ( 6ET, l or j) < 20 ◦, then6ET > 50 GeV

• SVX single tagged selection criteria

– Event selection

∗ A good quality highET(PT) electron or muon

∗ Four highET jets

∗ Large 6ET

∗ Conversion electrons and cosmic ray contamination removed

– Electron and muon selection

∗ ET > 20 GeV

∗ |η| < 1.0

∗ Track and calorimeter isolation< 0.1

– Jet selection

∗ Three jetsET > 15 GeV,|η| < 2.0

∗ Fourth jetET > 8 GeV,|η| < 2.4

∗ One jet is SECVTX tagged

– 6ET selection

∗ 6ET > 20 GeV

– Other contamination removed

∗ Candidate dilepton events (defined above) removed

∗ Z removal of 75< Me+e−or µ+µ− < 105
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∗ Mass reconstruction goodness-of-fit,χ2 < 10.0

• SVX double tagged selection criteria

– Event selection

∗ A good quality highET(PT) electron or muon

∗ Four highET jets

∗ Large 6ET

∗ Conversion electrons and cosmic ray contamination removed

– Electron and muon selection

∗ ET > 20 GeV

∗ |η| < 1.0

∗ Track and calorimeter isolation< 0.1

– Jet selection

∗ Three jetsET > 15 GeV,|η| < 2.0

∗ Fourth jetET > 8 GeV,|η| < 2.4

∗ Two jets are SECVTX tagged

– 6ET selection

∗ 6ET > 20 GeV

– Other contamination removed

∗ Candidate dilepton events (defined above) removed

∗ Z removal of 75< Me+e−orµ+µ− < 105

∗ Mass reconstruction goodness-of-fit,χ2 < 10.0
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5.5 Signal Modeling

Since no prior data set had uncovered the top quark prior to Run I at the Tevatron, there

were no experimental measurements of the top quark on which to create templates for

theMl+b distributions intt̄ events. Additionally, the V+A model is non-standard, and

isn’t predicted to exist in nature. Therefore, it is necessary to simulate these samples in

the CDF detector to determine their shapes. Monte Carlo is used for this purpose, as

was used to sketch thett̄ signature in the detector in Section 4.1.1.

To generate thett̄ Monte Carlo, Herwig 6.2.0 [23] was used in association with a

CDF tool which allows one to specify the relative left-handed, right-handed, and longitu-

dinalW helicity fractions used in top decay. For the V-A sample, theW+ (W−) bosons

were set to have a relative contribution of 70% longitudinaland 30% left-handed (right-

handed) angular distributions. For the V+A sample, theW+ (W−) bosons were set

to have a relative contribution of 70% longitudinal and 30% right-handed (left-handed)

angular distributions.

Events were then input into the CDF Fast Detector Simulation(QFL) software which

simulates the signals the detector would read out. The events are then fully reconstructed

to translate these signals into energy, momenta, and position. The information from

each detector is linked together to form candidate physics objects, which then must pass

the trigger simulation. Finally, many corrected quantities are calculated, such as the

6ET refit with corrected jet energies and muon momenta. Primary and secondary ver-

tices are reconstructed, and tracks are fit with all available constraints. This simulation

software is finely tuned to output the same detector responseas that of real data. Recon-

structed Monte Carlo is only as good as its ability to represent data, and so the process

of obtaining agreement between reconstructed Monte Carlo and reconstructed data is

painstaking.

Herwig tt̄ Monte Carlo events were fully reconstructed and subjected to the same
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selection criteria as the data. After event selection, thett̄ dilepton and lepton+jets Monte

Carlo samples had on the order of 50,000 events each, representing a significant wealth

of statistics.

Non-overlapping sets of these distributions were used in pseudo-experiments and

compared to independent templates to determine the statistical error of the Monte Carlo

distributions in terms of the measurement offV +A to be 0.01.

5.6 Background Modeling

The event selection criteria was chosen to have a small background contribution. The

background samples also tend to have the peak of theM2
l+b distribution well separated

from the signal region of V+A and V-Att̄.

5.6.1 Dilepton Backgrounds

The background types and expected contribution was determined from published CDF

Run I top dilepton analyses to determine the top mass [21]. The main background for

the dileptone − µ sample isZ → τ+ + τ−, where oneτ decays to an electron and

oneτ decays to a muon. Other backgrounds areW+W− where oneW decays to an

electron, and one decays to a muon, and the fake lepton background which comes from

W+jets events where one of the jets fakes an electron. TheZ → τ+ + τ− sample

was generated using Pythia Monte Carlo [24] and theW+W− samples were created

from ISAJET Monte Carlo [25]. The Fake lepton background wascreated by using

VECBOS [26] Monte Carlo to create a W+jets sample, where the highestET jet was

purposely misidentified as the lepton. TheM2
l+b background distribution normalized to

the contribution in the data for the event selection outlined is show in Figure 5.8, and can

be compared to thett̄ V-A (Figure 5.9) and V+A (Figure 5.10) distributions. For each
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distribution, there are two entries per event. One entry is theM2
l1+b1 vs. M2

l1+b2 where

the b jets are chosen byET ordering. The other entry is for the second leptonM2
l2+b1

vs.M2
l2+b2. The b jets areET-ordered in all distributions, and therefore the distributions

have a higher peak on the x axis where the b jet has higherET.

5.6.2 SVX Single-Tagged Backgrounds

There are many backgrounds considered for the SVX single tagged sample, including

W andZ processes with extra jets, di-boson production, and singletop. For a complete

list, see [22]. It was decided in top mass analyses based on KStests, that with reasonable

certainty,W+jets background could represent the shape of the other backgrounds and

therefore is used here as the only background for the SVX single-tagged sample. The

W+jets background is, however, normalized to the total contribution of all theW+jets

backgrounds for this analysis. TheM2
l+b background distribution normalized to the

contribution in the data for the event selection outlined isshow in Figure 5.11 compared

to thett̄ V-A (Figure 5.12) and V+A (Figure 5.13) distributions. These distributions are

one dimensional since the only entry isM2
l1+b1.

5.6.3 SVX Double-Tagged Backgrounds

Requiring two SVX tagged jets greatly reduces the background in this sample. The

background is very small, and the only non-negligible part comes fromW+jets produc-

tion [22]. TheM2
l+b background distribution normalized to the contribution inthe data

for the event selection outlined is show in Figure 5.14 compared to thett̄ V-A (Figure

5.15) and V+A (Figure 5.16) distributions. For each distribution, there is one entry per

event:M2
l1+b1 vs.M2

l1+b2 where theb-tagged jets are chosen byET ordering.
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93

l+b1
2M

0 5000 10000 15000 20000 25000 30000

l+
b

2
2

M

0

5000

10000

15000

20000

25000

30000
V - A Mean x = 1.32e+04

Mean y =   8912
V - A Mean x = 1.32e+04

Mean y =   8912

Figure 5.9: Standard Modeltt̄ template for Dilepton sample (Two entries per event).
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Figure 5.11: Background template for SVX single tagged sample (One entry per event).
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Figure 5.13: V+Att̄ template for SVX single tagged sample (One entry per event).
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Figure 5.14: Background template for SVX double tagged sample (One entry per event).
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Figure 5.15: Standard Modeltt̄ template for SVX double tagged sample (One entry per
event).
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Figure 5.16: V+Att̄ template for SVX double tagged sample (One entry per event).
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5.7 Validation of Monte Carlo

Reconstructed Monte Carlo must accurately represent the data. The original CDF detec-

tor simulation and reconstruction software was written in FORTRAN on VAX Operating

systems. It was then ported to a central UNIX operating system, where several analyses

were conducted. Finally, it was ported to the LINUX operating system, allowing the

possibility of individual users to maintain a complete copyof the entire CDF software

package. This analysis was done using a copy of the LINUX CDF software distribution

maintained and debugged by the author. Bugs were found on a variety of levels in-

cluding simulation issues where Monte Carloτs were treated as stable particles, coding

issues such as bank formats not being translated properly, and more subtle issues such

as the improper definition of6ETφ being stored by the reconstruction. In addition, the au-

thor adapted much of the code specifically for this analysis,including the top candidate

analysis software.

Since there are many possible errors in creating the reconstructed MC, care was

taken to validate distributions against Monte Carlo samples created from the original

CDF software distribution that was used for published top cross-section and mass anal-

yses [21].

To do this, the Standard Modeltt̄ dilepton Monte Carlo created for this analysis was

compared to an extracted set of Run I distributions from a previous Run I analysis which

examined the consistency of the Run I top dilepton MC distributions. The distributions

examined include6ET (Figure 5.17),HT (Figure 5.18),Mll (Figure 5.19),Mjj (Figure

5.20),∆φll (Figure 5.21), andPj1
T (Figure 5.22). Kolmogorov-Smyrnov probability tests

were used and show a high level of agreement between the samples previously used and

the samples generated for this analysis. Besides validating the reconstruction of these

quantities, this also demonstrates good agreement betweenthe Herwig 6.2 Monte Carlo

used in this analysis, and the Herwig 5.6 Monte Carlo used in the published top anal-
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yses. This agreement is crucial in order to maintain the assumptions about efficiencies

for detecting various physics processes since they are usedto estimate background con-

tamination and signal, as well as some event variables directly feeding in to theM2
l+b

distributions. Additional comparisons of Monte Carlo distributions with data are shown

later in Section 6.2.
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Figure 5.17: Comparison of the Monte Carlo6ET distribution in this dilepton analysis
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104

GeV

0 100 200 300 400 500 600 700
0

0.01

0.02

0.03

0.04

0.05

0.06

H T 

KS agreement  0.39

H T 
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probability for agreement.
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Figure 5.19: Comparison of the Monte CarloMl+l− distribution in this dilepton analysis
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Chapter 6

Measurement of V+A Fraction

6.1 Likelihood Fit

A binned log likelihood fit is used to extract the V+A fractionfrom the data samples by

comparing them to Monte Carlo templates of V+A, V-A, and background. A combined

log likelihood fit for fV +A is done to fit each sample simultaneously assuming a fixed

background normalization determined from the standard topanalyses.

Since the leptonPT spectrum is higher for right-handedWs as compared to left-

handedWs, right-handedWs are more likely to pass the leptonPT requirements, lead-

ing to a higher efficiency for finding V+A events. For each sub-sample, the efficiency

for V-A events passing all cuts compared to that of V+A was calculated, and used to

determine a relative acceptance factor

R = εV −A/εV +A (6.1)

for the fitting procedure (Table 6.1).

The prediction function is expressed in terms of a combined likelihood for the dilep-
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Sub-sample Relative efficiency
Dilepton 0.909± 0.005

SVX double 0.936± 0.004
SVX single 0.945± 0.01

Table 6.1: Relative efficiency for V-A events to pass the top cuts compared to V+A.

ton, SVX double-tagged, and SVX single-tagged samples.

Lcombined = Ldilepton · Lsvx2 · Lsvx1 (6.2)

L for each sample is the product of the Poisson probabilities when comparing prediction

to experiment, multiplied by a Gaussian constraint on the background.

Lsample =
H
∏

i = 1

µxi

i · e−µi

xi!

1√
2πσb

e
− (nb−Nb)2

2σb
2 (6.3)

The predictionµi = µi(fV +A, nb) is the bin content obtained for a given V+A fraction,

fV +A, and background per event,nb. Nb is the expected background fraction per event,

σb is the uncertainty onNb, andxi is the data for bin i.Nb andσb are the same values

used in the published CDF top mass analyses.µi is calculated as :

µi = N · fV +A · Pi +R · [(1 − fV +A) ·Mi +Bi · nB]

fV +A +R · [(1 − fV +A) + nB]
(6.4)

wherePi, Mi, andBi are the contents of bin i for the MC templates of V+A, V-A, and

background, respectively. The fraction of background expected per event in the data is
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nB. R is the relative efficiency ofεV −A

εV +A
, N is the number of events in the sample, and

fV +A is the fraction of V+A.

Some additional conditions were applied in the fit function to ensure that the likeli-

hood was well-defined. When the prediction function for a given bin gets too close to

zero (i.e.,µi → ε), it levels off atε to ensure that minima are not chosen forµi < 0.

−2 · logLcombined is minimized to determine the most likely values offV +A andnB

for a given experiment. The statistical uncertainty is found by measuring the spread of

fV +A when−2 · logL is increased by one unit with respect to the minimum. The MI-

NUIT package of ROOT [27] is used to determine the fit minimum using the MIGRAD

algorithm. The HESSE algorithm then determines the error matrix at the point of the

minimum, and the MINOS algorithm, which takes into account non-parabolic shape,

calculates the positive and negative errors of the fit. The fitis not constrained to the

physical region [0,1], and so one would expect for the Standard Model fV +A = 0 to

have as many unphysical solutions less than zero as physicalsolutions above zero.

6.1.1 Tests of Fitting Method

The fitting method was tested extensively using “pseudo-experiments”. While many

experiments cannot be done, with the benefit of Monte Carlo, pseudo-experiments of

data-sized event samples can accomplish this task. V+A, V-A, and background tem-

plates were created for each sub-sample using2/3 of the reconstructed Monte Carlo

events which passed the cuts. The remaining1/3 of events were used to make pseudo-

experiments to simulate the possible results of the fit.

The distribution of 10,000 fit values offV +A is shown in Figure 6.1 for the case

when the input fractionf in
V +A was a Poisson fluctuated fraction centered at 0.33.

The fit function was checked to make sure that the sensitivityto the measurement

was not dependent on the true value off in
V +A. The fit value was found to be constant as
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a function of input value. so that there is no bias in the likelihood minima for different

f in
V +A values (Figure 6.2). The offset from zero is consistent withthe expected statistical

uncertainty from between the template events and the independent events used for the

pseudo-experiments.

The error is also studied as a function off in
V +A in Figure 6.3, it can be seen that the

error increases asf in
V +A increases. This is to be expected since the R parameter, defined

in Equation 6.1, causes the likelihood to give higher statistical significance to V-A-like

events, since they are relatively less likely to be in a givenpseudo-experiment. The slope

of the mean returned error is defined by the value of R. Since R is relatively high, 0.9

or greater for each sample, it is only a small effect. However, one expects the error for

V+A-like distributions to be higher than if the distribution is distinctly V-A-like due to



114

Input V+A
0 0.2 0.4 0.6 0.8 1

F
it

 e
rr

o
r

0.52

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

Mean error of fit Varying V+A fraction

Figure 6.3: Mean error for pseudo-experiments fit for range of f in
V +A. V-A events have

more weight since they are less likely because of the relative efficiency dependence in
the fit function. This leads to a slope in the fit error.

this effect of different detection efficiencies for V-A and V+A events.

The fit value and errors of the fit were tested using the figure ofmerit known as the

“pull” which is in general defined as :

pull =
Measured− Expected

Error
(6.5)

When many experiments are done, the distribution of pull values should be consistent

with a unit Gaussian of mean 0 and width 1. If the width is otherthan 1, it could mean

that the errors are being miscalculated. If the mean is not 0,then the fit function is

biasing the return value in one direction. The proper mean and width signify that the
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prediction function correctly represent the sample, and that the fitting algorithm does

not have mistakes.

The pull in the case of this analysis is defined as

pull =























f in
V +A−fV +A

σ+
fV +A

whenfV +A < f in
V +A

fV +A−f in
V +A

σ−

fV +A

whenfV +A > f in
V +A

(6.6)

whereσ+
fV +A

is the positive error returned by the fit, andσ+
fV +A

is the negative error.

It was found that positive and negative errors provided better pull distributions than a

single Gaussian error due to asymmetric fit errors. Figure 6.4 demonstrates that the

mean of the pull is consistent with zero although the width ofthe distribution indicates

the errors may be slightly small.

To study the fit error in more detail, a technique is used to extract the degree to

which the fit mean and uncertainty values are non-Gaussian. To do this, independent

samples are used to draw pseudo-experiments with a Poisson-fluctuating input value of

f in
V +A. For each pseudo-experiment, the integrated probability distribution (IPD) of the

likelihood is calculated from the inputf in
V +A value to infinity. This calculation can be

written in terms of the Error function,Erf (x).

IPD(x) =
∫

∞

f in
V +A

1√
2π

exp−x2/2 dx =
1

2
− 1

2
Erf(

f in
V +A√

2
) (6.7)

For a normal Gaussian distribution, this should produce a flat distribution from zero

to one. However, if the errors are not Gaussian, this distribution will not be flat. By

changing the parameters of a normal Gaussian, mainly the offset and the sigma, one can

alter the IPD in well-defined ways (Figure 6.5).

The IPD distribution from pseudo-experiments is then fit to aGaussian with varying
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Figure 6.4: Pull distribution is shown fit to a Gaussian.
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Integrated probability distribution of likelihood
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Figure 6.5: Theoretical histograms for the integrated probability distribution with non-
Gaussian effects. The integration is of a Gaussian probability distribution integrating
from the central value to infinity. Pseudo-experiments using the probability distribu-
tion from a normal Gaussian produce a flat distribution, but pseudo-experiments with
shifted central values and non-standard sigma have well defined effects on the slope and
concavity of the distribution, respectively.
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sigma and offset, to determine the variation of the IPD distribution from a standard

Gaussian. Nine independent samples are used to determine the parameters; the results

for some fits are shown in Figure 6.6, and used to determine thesigma of the likelihood

fit.

The result is that there is a upward scale factor of 1.04 necessary to make the error

returned by the fit consistent with that of a Gaussian spread of measurements around the

true mean value.

The scale factor of 1.04 will be applied to the fit error when the data is fit. With

this slight alteration of the fit error, it is determined thatthe likelihood fitting procedure

behaves as expected and will reliably determinefV +A.

6.1.2 Statistical Power of Samples

The statistical power for each sample is proportional to thenumber ofM2
l+b measure-

ments in the sample. Since the dilepton sample has two leptons, and twob jets, there are

fourM2
l+b values in each dilepton event, two of which are mainly correctly paired, and

two of which are incorrect. In the SVX double-tagged sample,there is one lepton and

two b jets, meaning there are twoM2
l+b values per event, one which is correctly paired,

and one which is a mispairing. The SVX single-tagged sample has one lepton and oneb

jet, meaning it has only oneM2
l+b pairing, which may or may not be the correct one. The

relative sensitivity for each sample in measuringfV +A is shown in Table 6.2 using the

average likelihood error for 10,000 pseudo-experiments. The first part shows the sen-

sitivity of each sample normalized arbitrarily to the 100M2
l+b values per sample. The

second part shows the sensitivity expected in the data for each of the sub-samples and

the combined sensitivity.

The SVX double-tagged sample shows the greatest sensitivity per number ofM2
l+b.

The improvement between the double-tagged sample over the single-tagged sample are
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Figure 6.6: Fits to the Monte Carlo are compared with a Gaussian of known shifted
parameters to fit for the nature of the non-Gaussian errors from the fit. The slope of the
plots is not significant, it is due to the small statistics used in each independent sample.
The concavity is significant indicating a shift in sigma suchthat the prediction function
in this analysis underestimates the fit error by a well determined scale factor.
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Normalized to number ofM2
Lb

Sample # Events # of M2
Lb Average fit error

Dilepton 25 100 0.45
SVX double 50 100 0.38
SVX single 100 100 0.43

Normalized to fraction of data

Sample # Events # of M2
Lb Average fit error

Dilepton 7 28 0.87
SVX double 5 10 1.24
SVX single 15 15 1.06

Total 27 53 0.59

Table 6.2: Statistical power of each sample as measured by uncertainty of likelihood fit
for 5,000 pseudoexperiments. Shown are the cases when samples are normalized to the
same number ofM2

lb combinations, and when samples are normalized to the numberof
events within the data. In the SVX double-tagged sample, 1.8% of the fits failed.

due to smaller backgrounds and the use of a two dimensional fit.

The dilepton sample, with 28M2
l+b values, provides the most statistical power of the

Run I data samples.
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Sub-sample Number of events Expected background
Dilepton 7 0.76± 0.2

SVX double 5 0.2± 0.1
SVX single 15 2.4± 0.8

Table 6.3: Number of events in data and expected background.

6.2 Results of Measurement

“ you’ve got to ask yourself one question:

Do I feel lucky? Well, do ya punk?”

Clint Eastwood

The dilepton data samples were made by running through the inclusive highPT

electron and highPT muon data sets from Run IA and Run IB using the selection criteria

outlined in this note. The SVX lepton+jets data samples werefound similarly in both

the inclusive highPT lepton samples and the samples used for the CDF lepton+jets top

mass measurement. Run and event numbers were carefully cross-checked for agreement

with those used in the published Run I analyses. The data sample sizes and background

contribution are shown in Table 6.3.

As a final check of the consistency of the Monte Carlo with data, the distributions

were compared using a statistic from the Kolmogorov Smyrnov(KS) test. Since the

KS test is generally valid only for high statistics samples,a more thorough analysis

was done using pseudo-experiments. 10,000 data-sized pseudo-experiments were cre-

ated from thett̄ plus normalized backgrounds mixture. For each pseudo-experiment,

the KS distance, which is a measure of the integrated total difference between all the
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bins between two distributions, was taken between the pseudo-experiment and the par-

ent Monte Carlo distribution. The KS distances for all the pseudo-experiments were

binned, and the fraction of all KS distances greater than that produced from the compar-

ison of the data with the Monte Carlo distribution was taken to be the KS probability.

This KS probability corresponds to the fraction of data-sized distributions which would

produce a KS distance less consistent with the Monte Carlo distribution than the data.

This technique was found to be more reliable than the standard analytical approach of

calculating the KS probability, and was offered and incorporated into the official version

of Root [34].

The distributions compared include a selection of pertinent kinematic distributions

used in the CDF analysis of kinematic distributions of top decays [35]: leading jetET

(Figure 6.7), second jetET (Figure 6.8), sum of second and third jetET (Figure 6.9),

and leptonPT (Figure 6.10). These distributions are shown side by side with the plots

extracted from [35]. Both thett̄ andtt̄ + background distributions are normalized to the

number of events in the data. The Monte Carlo distributions show excellent agreement

with those from the top kinematic distributions analysis. Since the selection criteria used

for the top mass analysis are more stringent than those in thetop cross-section analysis

(the top mass cuts produce 15 SVX single-tagged, and 5 SVX double-tagged events,

whereas the kinematics distributions analysis uses the 34 SVX tagged event sample),

the data points are not directly comparable.

Also shown are distributions more pertinent to this analysis for which no comparison

to documentation could be found. The SVX single tagged sample is highlighted here

because the backgrounds are the largest of the three sub-samples, and because this sub-

sample turns out to be the least consistent with that expected from V-A tt̄ + background

Monte Carlo. The distributions includeET of the b tagged jet (Figure 6.11), angle

between the lepton and b jet (Figure 6.12), and 2-D correlation plots of b jetET vs ET

of the lepton (Figure 6.13), angle vs b jetET (Figure 6.14), and angle vs. leptonPT
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(Figure 6.15).

The distribution with the lowest KS probability, the angle between the lepton and the

b jet, shows that the data reflect a smaller angle than that expected in the Monte Carlo

distributions. This shape does not indicate a preference for more or less background

since the Monte Carlo distributions fortt̄ and backgrounds are similar. Since 11%

of pseudo-experiments have a higher KS distance, the resultis not inconsistent. As

a test which encompasses many stages of the analysis process, this distribution was also

validated independently by a collaborator and found to be the same. Looking at this

distribution in greater detail, one can see that from the 2-Dplots that the higherET b

jets and leptons tend to correspond with these smaller angles. SinceM2
l+b is dependent

on the angle between lepton and b, one might expect that theM2
l+b distribution for the

SVX single-tagged sample may be lower than expected from theMonte Carlo, leading

to a smaller measured V+A fraction in the data.

The results of thefV +A measurement for the dilepton (Figure 6.16), SVX double-

tagged (Figure 6.17), and SVX single-tagged (Figure 6.18) samples are shown along

with their data and Monte Carlo distributions. The likelihood curves are presented sep-

arately in Figure 6.23, and together in Figure 6.24, both showing the result of the com-

bined fit forfV +A. The results are shown in table 6.4. The average error for each sample

is compared to the distribution of errors from pseudo-experiments in Figures 6.19, 6.20,

and 6.21, and for the combined set of samples in Figure 6.22.
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Figure 6.7: This plot shows a comparison of the leading jetET between SVX single-
tagged data to Monte Carlo with the KS probability, as well asa side by side comparison
to the published run I distribution.
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Figure 6.8: This plot shows a comparison of the second leading jet ET between SVX
single-tagged data and Monte Carlo with the KS probability,as well as a side by side
comparison to the published run I distribution.
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Figure 6.9: This plot shows a comparison of the second and third leading jet sumET

between SVX single-tagged data and Monte Carlo with the KS probability, as well as a
side by side comparison to the published run I distribution.
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Figure 6.10: This plot shows a comparison of the leptonPT between SVX single-tagged
data and Monte Carlo with the KS probability, as well as a sideby side comparison to
the published run I distribution.
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Figure 6.11: This plot shows a comparison of the b tagged jetET between SVX single-
tagged data and Monte Carlo with the KS probability.
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Figure 6.12: This plot shows a comparison of the lepton-b tagged jet angle between
SVX single-tagged data and Monte Carlo with the KS probability.
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Figure 6.13: This plot shows a 2D comparison of the b tagged jet ET vs. leptonET

between SVX single-tagged data and Monte Carlo with the KS probability.
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Figure 6.14: This plot shows a 2D comparison of the lepton-b tagged jet angle vs. b jet
ET between SVX single-tagged data and Monte Carlo with the KS probability.
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Figure 6.15: This plot shows a 2D comparison of the lepton-b tagged jet angle vs. lepton
ET between SVX single-tagged data and Monte Carlo with the KS probability.
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Figure 6.19: Distribution of errors from pseudo-experiments for the dilepton sample,
shown with the error from the data marked with an arrow.
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Sample Measurement

dilepton 0.08+0.74
−0.42

SVX double tagged 0.63+2.62
−2.11

SVX single-tagged −1.92+0.69
−0.48

combined −0.21+0.41
−0.23

combined with non-gaussian correction−0.21+0.42
−0.24

Table 6.4: The results for each sample, with the combined results. Errors shown are
statistical only.

It is clear that the likelihood shape, although asymmetric,is well-formed throughout

the physically allowed region, and for at least eight units of log likelihood on either side

of the minimum.
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Figure 6.20: Distribution of errors from pseudo-experiments for the SVX single-tagged
sample, shown with the error from the data marked with an arrow.
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Figure 6.21: Distribution of errors from pseudo-experiments for the SVX double-tagged
sample, shown with the error from the data marked with an arrow.
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Figure 6.22: Distribution of errors from pseudo-experiments for all the samples, shown
with the error from the data marked with an arrow.
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Figure 6.23: The log likelihood minima for each sample and the combined minimum
shown separately.
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Chapter 7

Systematic Uncertainties

Systematic uncertainties are done by creating a sample of events in which a property

assumed in the analysis is altered within its uncertainty atthe one sigma level. The mean

change in the measurement offV +A between when the pseudo-experiments have the

same assumptions as the templates, and when the pseudo-experiments are systematically

shifted with respect to the templates is determined to be thesystematic uncertainty due

to the given effect.

7.1 Top Mass Uncertainty

The top mass has great bearing on precision electroweak tests of the standard model,

and its precise measurement is the cornerstone of the prediction of a light Higgs from

the electroweak data [28]. An accurate measurement of the top mass is being enthusias-

tically sought after in the Run II physics program at CDF andDØ.

In addition to increasing the energies of the top decay products and thereforeM2
l+b,

a higher top mass also increases the true value off0, the fraction ofWs that have a

longitudinal polarization distribution. Although this isnot a large effect, an increase in
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Top mass uncertainty shift

5 GeV shift 0.21
Jet energy dependent (2.4 GeV)0.10

Jet energy independent (4.5 GeV)0.19

Table 7.1: The systematic shift of measurement due to changes in the top mass. “Depen-
dent” refers to the part of a shift in top mass which is correlated to the CDF jet energy
scale. “Independent” refers to all other uncertainties in the top mass including statistical
uncertainty, and for instance, theDØ jet energy scale. [29]

f0 means that there is a smaller percentage of events which haveleft-handed (or right-

handed) distributions, effectively decreasing the pool ofsignificant events which the

fitter uses to extract the V+A fraction.

To evaluate these effects, first the total uncertainty infV +A due to a top mass shift

of 5 GeV is considered by measuringfV +A using standard templates, but with pseudo-

experiments generated with a top mass at 180 GeV. Then the CDFjet-energy dependent

and CDF jet-energy independent components of the world top mass uncertainty (see

Section 7.3) are used to calculate the relative shift offV +A for each component.

7.2 Jet Energy Scale Uncertainties

By calculatingM2
l+b of b jets and leptons, this analysis is able to infer thecosψ?

l distri-

bution. However, sinceM2
l+b ∼ (El ∗Eb − |El| ∗ |Eb| · cosψlab

l ), there is clearly a strong

dependence on the jet energy scale. Each of the jet corrections applied to the energy

scale of theb jet has an associated uncertainty.

If the jet energy scale applied in the correction was too high, this would lead to a
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Correction Systematic Uncertainty

Absolute Jet Energy ≈2.5%
(includes primary vertex UE)

Calorimeter Stability 1.0%
Underlying Event 100 MeV/vertex
(multiple vertexes)
Relative Jet Energy 0.2-4% offrel

Soft Gluon (dR 0.4 to 1.0) 6-1.4%
Splash-out beyond dR>1.0 1 GeV

Table 7.2: Approximate size of uncertainties in componentsto jet energy corrections.

higher meanM2
l+b value, and would shift the measurement toward V+A, since V+A

events have a higher meanM2
l+b value.

A summary of the relative size of each uncertainty in the jet energy scale is noted in

Table 7.2, and is discussed in more detail in [22]. Each source of systematic error in jet

scale is considered independently. The 4-vectors of all jets in the events are shifted or

scaled up and down according to the uncertainty of one particular jet correction. The up

and down systematic shifts for each correction are then averaged and then all combined

in quadrature to obtain the complete systematic due to all jet energy scale uncertainties.

7.2.1 Relative Jet Energy Scale

The relative jet energy scale correction accounts for the different detector response as

a function of eta as compared to the central region where jetsare best measured 0.2<

|η| <0.7. The varying corrections take into account features of the detector such as

cracks where there is no calorimeter coverage. The uncertainty ranges from 0.2% to 4%
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|η| interval % Uncertainty on Relative Correction

0.0 - 0.1 2%
0.1 - 1.0 0.2%
1.0 - 1.4 4%
1.4 - 2.2 0.2%
2.2 - 2.6 4%

Table 7.3: The percentage of the relative jet energy correction uncertainty for various
ranges of|η|.

of the actual correction factor (Table 7.3).

7.2.2 Underlying Event and Multiple Interactions

The underlying event correction corrects the event for extra energy due to the remnant

pieces of thepp̄ not involved in the hard process, and also corrects for multiple inter-

actions in the same beam crossing. It has a correction for theprimary vertex and one

for each additional vertex to take into account the multipleinteractions. The primary

vertex uncertainty is approximately 30% of itself, while multiple interactions have an

uncertainty of 100 MeV per vertex.

7.2.3 Soft Gluon and Splash-Out

Energy outside of the jet cone due to differences between thefragmentation modeling

of Monte Carlo and data is considered in two parts. Soft gluonradiation is the energy

between the jet of cone 0.4 used in top analyses and the largercone of 1.0 surrounding

it. An additional splash-out correction is applied for jet energy outside a cone of 1.0.

These uncertainties are taken into account separately.



147

7.2.4 Absolute Jet Energy Scale

To relate the energy of the initial parton with the energy of the observable jet, an absolute

jet energy scale correction is applied. Electron and pion test beam data from various

energies was used to tune the CDF simulation to reproduce theparticle responses. This

test beam data, along with analyzing isolated pion in minimum bias events, was used

to determine the detector response. Fragmentation effectsaccount for the interaction of

particles within the detector into their experimental jet signatures. The uncertainty has

two components: detector response, including uncertaintyin the calorimeter calibration

and its stability, and fragmentation effects, which have anuncertainty due to particle

detection efficiency and relative response.

7.3 Jet Energy Scale and Top Mass Correlation

A complication with the jet energy is that it is the dominant source of systematic un-

certainty in the CDF top mass measurement. Since the measured top mass is an input

parameter in this analysis, and only CDF andDØ have measured the top mass directly,

both effects must be taken into account when determining systematic uncertainties in

these quantities.

If the CDF jet energy scale was high, the measured top mass would also be high,

meaning that the true top mass is lower than what was measured. A systematically

shifted up jet energy scale results in a higher measurement of fV +A. However, this high

jet energy scale would have also meant that the CDF-measuredtop mass would be too

high, meaning the real top mass is lower. If the top mass was lower, it would result in a

lower measurement of V+A. Therefore these two effects are anti-correlated.

It is therefore important to determination the correlationbetween the jet energy scale

systematic and that of the top mass. The uncertainty on the top mass is divided into two
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parts: one which is from the CDF jet energy scale uncertainty, and one which is all

other systematic and statistical sources of error 7.1. The jet energy systematic is then

determined by adding the positive shift offV +A from the increased jet energy scale with

the negative shift due to the mismeasurement of the top mass.

TheDØ and CDF combined top mass measurement [29] was used to get thecorre-

lation between the CDF jet energy scale and the world top massaverage. For each of

the channels: CDF dilepton, CDF l+jets, CDF all-hadronic,DØ dilepton,DØ l+jets,

the effect of a 1-sigma change in the CDF jet energy scale uncertainty was calculated.

This contribution (2.4 GeV) can then be considered separately from all other errors (4.5

GeV).

The effect of the jet energy scale systematic uncertaintieson the measurement of

fV +A is shown in Table 7.4.

The positive (negative) shift results are then combined to form an overall positive

(negative) shift of the measurement. As is expected, if the jet energy scale is higher than

was calculated, the true V+A fraction must be smaller than isnominally measured.

7.4 Background Shape and Normalization

The amount of background within a pseudo-experiment is set to be higher or lower

(according to its uncertainty) than that in the prediction function. The shift of the mea-

surement is taken to be the systematic error due to fluctuations in the background nor-

malization (Table 7.5).

The background shape uncertainty is also taken into account. For the dilepton sam-

ple, nominal templates of the backgrounds are compared to pseudo-experiments where

all the background is assumed to be of one type (i.e., allZ → τ+τ−). The largest

shift is determined to be the systematic uncertainty due to the background shape for the

dilepton sample [21].
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Type shift

Detector response 0.04
Underlying event 0.01

Relative correction 0.03
Absolute correction 0.09
Soft gluon radiation 0.07

Out of cone correction 0.07
Total 0.14

With top mass correlation 0.04

Table 7.4: The systematic shift of measurement due to uncertainty in jet energy scale
from various effects of detector energy repsonse and jet energy corrections.

Background type Shift

Dilepton
WW -0.016

Z− > ττ -0.022
Fake lepton -0.024
SVX double tagged

W+jets -0.006
SVX single tagged

W/Z and non W/Z -0.027

Total 0.045

Table 7.5: Shift of measurement due to fluctuating background statistics.
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Background type shift

Dilepton sample
All WW -0.028

All Z− > ττ 0.005
All W+j w/ fake 0.047

SVX single tagged
W+jetsQ2 = m2

W 0.03

Total 0.06

Table 7.6: The systematic shift of measurement due to changing background shapes.

For the single-tagged lepton plus jets sample, pseudo-experiments using W+jets

Monte Carlo withQ2 = M2
W are compared with templates usingQ2 = P2

T [22]. This

different q2 scale changes the gluon emission in the Monte Carlo leading to different

Et and jet multiplicity distributions. The background shape uncertainties are shown in

Table 7.6.

7.5 PDF Uncertainty

The probability for producingtt̄ pairs is dependent on which initial partons interact, the

momentum transferred between them,Q2 which is assumed to be the invariant mass

Q2, and whether the fraction of the total proton and anti-proton momentum they are

carrying,x = Pz/Ebeam, is enough to create the massivett̄ state. At high x, the proton

consists mainly of its three valence quarks, although thereare small contributions from

sea quarks, mainly gluons,uū, anddd̄ pairs (Figure 7.1).

The contributions of these partons (u, ū, d, d̄, s, c, b, g) are modeled at a given x by
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parton distribution functionsF (x,Q2). These functions have been measured at various

Q2 and x, mainly in deep inelastic scattering experiments, andthe results have been pa-

rameterized by various models, tending to have slight differences between their shapes.

Since these functions become input in the Monte Carlo used tosimulatett̄ events, the un-

certainty infV +A due to the effect of using different parton distribution functions (PDF)

needs to be considered. The x distributions for initial partons intt̄ production for events

passing the top dilepton selection criteria are shown in Figure 7.2 for selected PDFs.

Since there is open debate about whether it is appropriate touse Leading Order (LO)

structure functions with parton showering Monte Carlo likeHerwig, an assortment of

LO structure functions are considered as well as the more appropriate Next-to-Leading-

Log (NLL) structure functions.

The systematic effect due to different structure functionsis evaluated by weighting

the Monte Carlo distributions according to the ratio of the structure functions for the

given x values of the initial partons, and using pseudo-experiments to determine the shift

of the measurement offV +A. LO CTEQ5L [30] and NLLMS MRST d0’ [31] provide

a diverse span of systematic uncertainty, and NLLMS MRST h-g is chosen as the mid-

range structure function for this analysis. The systematicshifts of the measurement for

each structure function is shown in Table 7.7.

7.6 B Tag Systematic

Although theET distribution forb jets is not different for V+A and V-A, it is important

to determine if the SVX tagging efficiency has any effect on the measurement.

For top analyses, the SVXb-tagging efficiency was assumed to be flat as a function

of jetET. Using CTC tracking studies, the variation from this assumption was measured.

In Figure 7.3 the scale factor relatingb-tagging in Monte Carlo to data is shown with

statistical and systematic uncertainties [32]. The systematic uncertainties are determined
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Figure 7.1: Relative contribution of partons from the proton in tt̄ production .
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Figure 7.2: Distribution in x oftt̄ events passing cuts. Two PDFs are chosen which span
the most difference in x.
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PDF type shift

LO
CTEQ4L 0.018
CTEQ5L 0.038

MRST h-g 0.039
MRST c-g 0.037

NLL, MS
CTEQ4M -0.001
CTEQ5M 0.010
MRS d0’ -0.005

MRST h-g 0.020
MRST c-g 0.020

Using MRST h-g NLL
Maximum uncertainty 0.02

Table 7.7: The systematic shift of measurement due to different PDFs in comparison
with MRSG.
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by varying the track quality variable, Q, which is a measure of the hit density in the

area immediately surrounding the track. By assuming a one standard deviation stronger

Q dependence than for the standard CTC tracking efficiency, an ET dependent scale

factor is determined. This scale factor is used to weight theMonte Carlo distributions

according to theET of the taggedb jets. The effect of this is found by comparing the

shift of fV +A when pseudo-experiments with weighted events are fit to the nominal

templates.

7.7 Hard Gluon Radiation

Hard gluon radiation effects enter into this analysis in twoways. Initial state radiation

occurs before thett̄ state is produced and is therefore uncorrelated with anytt̄ decay

products. There is a small probability, mainly in the dilepton case, that a highPT initial

state gluon could have enough energy to be mistaken for theb jet. Hard final state

radiation can cause the direction and energy of theb jet to be mismeasured, or to be

identified as theb jet.

Traditional top analyses have estimated the effect of ISR uncertainties by making

alteredtt̄ samples using Pythia Monte Carlo with the ISR option turned off. FSR is

evaluated similarly by using ISR off and requiring jet matching so that all jets can be

related to their parent partons. These altered samples are analyzed with the standard

analysis, and a systematic uncertainty is determined from half the difference of each in

terms of the measurement.

In this analysis, a new approach is used which does not simplyturn off radiation in

the Monte Carlo. Instead, since ISR/FSR jets originate fromwithin the Monte Carlo

itself, one can attempt to flag events by examining the generator-level information.

Initial state radiation tends to be along the beam axis in each hemisphere of the

detector. One can loop through the generator level banks, find all unique gluons emitted
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Figure 7.3: The SVXb-tagging scale factor (data / Monte Carlo) as a function of jet ET .
The systematic uncertainty comes from assuming noQ dependence and a one standard
deviation strongerQ dependence in the CTC tracking efficiency. The stars represent
the deviation by assuming a one standard deviation strongerQ dependence in the CTC
tracking efficiency, and were used to weight the Monte Carlo according to their jetET

to evaluate theb-tagging bias systematic.
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Figure 7.4: Initial state radiation is typically along the beam pipe. If an event has more
than 8 GeV transverse initial state radiation in either hemisphere, it is flagged as having
hard ISR content.

from the initial state that are fiducial in eta, and sum up thePT in each hemisphere. If

thePT in an individual hemisphere is above 8 GeV, the event is flagged as having hard

ISR content, and may cause a misinterpretation of the event such as being identified as

a b jet (Figure 7.4).

Final state radiation tends to be along the direction of theb jet and is mostly included

within theb jet cone. When final state radiation is hard enough to escape the cone, it can

be misidentified as ab jet or cause theb jet to be mismeasured. Therefore, the procedure



157

Matched: 73,185 Not Matched: 19,397
# ISR # FSR #ISR‖ FSR # ISR # FSR #ISR‖ FSR

hep fid 26,048 19,044 38,224 hep fid 11,694 7,737 14,926
(fraction) 0.36 0.26 0.52 (fraction) 0.60 0.40 0.77
not hep fid 342 252 498 not hep fid 1,912 1,248 2,466
(fraction) 0.005 0.003 0.007 (fraction) 0.10 0.06 0.13

Table 7.8: Events are divided into whether the reconstructed particles match the gener-
ator level particles or not, according to the ISR and FSR content; “hep fid” means that
the generator level particles traversed CDF subdetectors used in this analysis.

for final state radiation is to loop through unique final stategluon radiation emissions

and sum up the portion in each hemisphere that is outsidedR =
√
dη2 + dφ2 = 0.4 of

the realb partons in the event and within the detector. When an event has more than 8

GeV worth of this FSRET, it is flagged an having hard FSR radiation.

A good measure of the ability of tagging these events is to look at the generator level

partons and determine how well they match the reconstructedjets in the cases when the

event passed the reconstruction cuts, but was flagged as having ISR and/or FSR. Table

7.8 is divided into whether the event was matched or not and whether its generator level

partons were fiducial. The number of ISR, FSR, and (ISR‖ FSR) events in each category

is tabulated. One can see that there are many more unmatched events that are tagged as

having hard gluon radiation than matched events. Also, the presence of gluon radiation

can cause events which are not matched, and have non-fiducialpartons to pass the cuts.

By removing ISR or FSR flagged events from consideration in pseudo-experiments,

and fitting to the standard templates, a systematic shift foreach can be measured. One

would expect FSR to result in a positive shift since one is removing events in which
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Gluon radiation type shift

ISR removed -0.04
FSR removed 0.03

Table 7.9: The systematic shift of measurement due to removal of hard gluon radiation
effects. Taken to be half of the total shift when hard radiation is removed.

much of theb parton energy was radiated outside its jet cone. Therefore,the remaining

events would have higherET and have a higherM2
l+b, appearing more like V+A.

For the ISR systematic, there are two effects. One is that ISRgluons may be mis-

taken forb jets, the other is that although the direction of the summed ISR gluon vector

is uncorrelated to the lepton, its energy can be associated with b jets. The effect that

wins out in the ISR systematic is the effect of adding slight amount of energy to theb

jets. Therefore, when ISR events are removed, it tends to lower theb jet energy causing

these events to look more V-A (Table 7.9).

7.8 Relative Acceptance of V-A and V+A

As mentioned in section 6.1, a relative acceptance factor, R, is used in the likelihood

to account for the different efficiencies for V-A and V+A events to pass the selection

criteria. The uncertainty in the R values for each sample is fluctuated to determine a

systematic shift offV +A.
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Summary of uncertainties and effect onfV +A

Top mass 0.19(0.21 w/out jet energy correlation)
Jet energy scale 0.04(0.14 w/out top mass correlation)

Background shape 0.05
Background normalization 0.05

ISR gluon radiation 0.04
FSR gluon radiation 0.03
B-tagging efficiency 0.03

Parton distribution functions 0.02
Monte Carlo statistics 0.01
Relative acceptance 0.005

Total systematic 0.21

Table 7.10: Summary of uncertainties in terms of shift in measurement of V+A fraction.
The top mass systematic is complementary to the jet energy scale systematic. Shown in
parentheses are the systematic errors for top mass and jet energy before accounting for
correlation.

7.9 Summary of Systematic Uncertainties

The largest systematic uncertainty is the top mass. Fortunately it is correlated and com-

plementary with the jet energy scale, and therefore both effects are reduced. This is an

important important reason this analysis makes sense in RunII, since a better measure-

ment of the top mass will lead to a lower jet energy scale systematic, and vice-versa

(Table 7.10).
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Chapter 8

Summary

8.1 Measurement offV+A

The final results are shown in Table 8.4 with an explanation ofuncertainties. The final

value of−0.21+0.42
−0.24 (stat.)± 0.21 (sys) is consistent with a pure V-A theory, and strongly

disfavors a large V+A component. The prediction from the dilepton and single-tagged

samples dominate the combined result, the strong V-A resultfrom the SVX single tagged

sample having the effect of shifting the combined result slightly to an unphysical V+A

fraction.

If the true top mass were 180 GeV (170 GeV) instead of the 175 GeV assumed in

the Monte Carlo, the most likely value would shift from -0.21to -0.02 (-0.40).

8.2 Interpretation of Result

The final result of this measurement is a value less than thoseof the physical region.

For the Standard Model value offV +A = 0 with finite statistics, one expects half of the

values to be less than zero, so this is not a surprise. The degree to whichfV +A is less
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than zero is important since it makes values with highfV +A less probable. This can

be quantified by assigning a confidence level to which the truevalue offV +A is most

probable.

In order to evaluate the confidence level of the result from data, two different tech-

niques were chosen.

A Bayesian approach is used in which the area under the likelihood is calculated

in the physical region [0,1], and then the value offV +A is found such that 95% of the

area of the likelihood is between 0 andfV +A. To incorporate systematic uncertainty into

this likelihood, the statistical likelihood is convolutedwith a GaussianGsys(x) of width

equal to the total systematic uncertainty of the measurement, so that

Lsys+stat(fV +A) =
∫ +∞

−∞

Lstat(fV +A + x)Gsys(x)dx (8.1)

is the likelihood used to evaluate the Bayesian confidence level. In practice, the limits

of integration used were± 5 sigma ofGsys(x). Using this approach, the Bayesian 95%

Confidence Level for the true value was determined to befV +A < 0.82 @ 95% CL (see

Figure 8.1). If instead of the full likelihood function, we use a Gaussian approximation,

the result becomesfV +A = 0.74 @ 95% CL.

A Frequentist approach, the Neyman confidence band, was alsoused to assign an

upper limit onfV +A ([33]). Pseudo-experiments were generated with a fixed fraction

of fV +A between 0 and 1. The measurements from each pseudo-experiment were then

smeared with a random value from a Gaussian with width equal to the total systematic

uncertainty, and the distribution of resulting pseudo-measurements was recorded. The

input fractionfV +A was systematically increased in each set of pseudo-experiments until

only 5% of pseudo-experiments yielded a return value offV +A which was less than or

equal to that measured in the data. This corresponds to a 95% upper limit confidence

level offV +A = 0.80 8.2. If the likelihood function were purely Gaussian, an analytical
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Figure 8.1:Lsys+stat(fV +A) showing 95% CL for measured result to have an upper limit
of 0.82
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Figure 8.2: Distribution offV +A from 1000 pseudo-experiments such that 95% of
pseudo-experiments had a result greater thanfmeasured. The arrows indicate the mea-
sured value, -0.21, and the “true” value used in the pseudo-experiments, 0.80, which
defines the 95% CL upper limit.
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calculation yieldsfV +A < 0.56 @ 95% CL.

The Frequentist and Bayesian approaches yield very similaranswers in the data. The

authors disfavor the Bayesian approach since a limit can always be set even in the case

of a flat probability distribution (ie, forf(x) = 1 in [0,1], f < 0.95 @ 95% CL).

Therefore, the final result is thatfV +A < 0.80 @ 95% Confidence Level.

8.3 Combining with Complementary Observable

Two techniques have been used to search for non-standard weak couplings in top decays

at CDF. These searches can be quantified in terms of the fraction of V+A coupling in

top decay. It is assumed that the rate for longitudinal W helicity is f0 = 70%, as is

determined by the top mass in relation with theW mass from Equation 5.3. One can

relate the fraction of right-handed couplingsfRH by

fRH =
Γ(t→W+

RHb)

Γ(t→W+
RHb) + Γ(t→W+

LHb) + Γ(t→W+
0 b)

(8.2)

to the fraction of V+A couplings from Equation 5.4 by

fV +A = fRH/(1 − f0) (8.3)

In this analysis, all measurements are in terms offV +A, whereas the leptonPT analysis

quotes measurements in terms offRH .

The leptonPT analysis makes use of the fact that the different spin orientations of

theW induce different boosts of the lepton in theW decay, such that for theW+, H =

+1 yields higherPT leptons thanH = 0 which are higher than forH = -1.

This technique has the advantage that it is sensitive mainlyto the well-measured

PT of electrons and muons, being sensitive to jet energy uncertainties only in terms of
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the efficiency for selecting top events based on cuts of jetET and 6ET. Two additional

samples of top events are used in this analysis. One, called the no-tag sample, does not

require any b-tagged jets. The other sample requires a Soft Lepton Tag (SLT) which

tries to identify theb jet by its association with a highPT electron or muon from semi-

leptonicb decay. Because leptonPT is measured equally well in the non-overlapping

SVX-tagged, SLT-tagged, no-tag, and dilepton samples, allof these samples are used in

the analysis. The disadvantage of this approach is that the leptonPT does not take into

account the boost it received from the topPT. For more information about the lepton

Pt method, see reference [20].

TheM2
l+b analysis uses a reference frame independent measurement toget a direct

measurement ofψ?
l since the two are directly related.

M2
l+b = 1/2 · (M2

T −M2
W )(1 + cosψ?

l ) (8.4)

There are complications involved in this analysis due to theambiguity of pairing the

lepton with the correctb jet. Also, if theb jet is not explicitly identified, there is the

possibility of pairing a lepton with jets fromW decay or from gluon radiation. These

combinatoric backgrounds are reduced by choosing data samples which explicitly iden-

tify b jets either by tagging or by the absence of light quark jets fromW decay: SVX

double-tagged, SVX single-tagged, and dilepton top. In order to make maximal use of

the information, all lepton-b pairings are considered, though half of them are incorrect.

When there are two possible pairings for a lepton to a b jet, both are considered in the

analysis but the correlation between the pairs is maintained by considering one pairing

verses the other pairing in a two-dimensional histogram. One possible problem with this

analysis is that the jet energy scale uncertainty could be a large enough systematic that

theM2
l+b approach is disfavored. However, the top mass uncertainty and jet energy scale

uncertainty are strongly anti-correlated, therefore reducing the effect of the jet energy
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scale.

The Run I measurements from the leptonPT andM2
l+b methods yield similar statis-

tical uncertainties, although theM2
l+b analysis is a bit luckier in having a measurement

and uncertainties on the smaller side of those expected frompseudo-experiments. The

leptonPT measurement offV +A yields a value of 0.37± 0.50 (stat.)± 0.2 (sys). The

M2
l+b yields a value of−0.21+0.42

−0.24 (stat.)± 0.21 (sys).

8.4 CombiningM 2
l+b and Lepton PT

To combine the results, correlations between data samples and systematics must be con-

sidered. To combine the statistical and systematic uncertainties of the two approaches,

a 3X3 covariance matrix is used to handle the correlations between uncertainties from

M2
l+b (σM ), uncertainties from the correlated leptonPT measurement using the SVX and

dilepton samples (σLCOR
), and the uncertainties from the uncorrelated SLT and no-tag

samples used exclusively in the leptonPT analysis (σLUNC
). This covariance matrix, V,

can be represented by

V =















σLCOR

2 ρCM · σLCOR
· σM ρL · σLCOR

· σLUNC

ρCM · σLCOR
· σM σM

2 ρUM · σLUNC
· σM

ρL · σLCOR
· σLUNC

ρUM · σLUNC
· σM σLUNC

2















(8.5)

whereρCM (ρUM ) is the correlation coefficient between results from theM2
l+b and lep-

ton PT techniques for the correlated (uncorrelated) samples, andρL is the correlation

coefficient between results from the correlated and uncorrelated leptonPT samples.ρL

is zero for the statistical uncertainties since the samplesare non-overlapping, and is one

for the systematic uncertainties since these are assumed toimpact the measurement in

the same way.
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Sample Number of events
LeptonPT M2

l+b

dilepton 7 7

SVX tagged 34 20

Table 8.1: TheM2
l+b analysis makes use of the 20 SVX tagged events from the top

mass analysis, while the leptonPT analysis uses 34 SVX tagged events from the top
cross-section analysis.

8.5 Calculation of Statistical Covariance Matrix

In order to calculate the statistical part of the covariancematrix, it is necessary to know

the correlation coefficientρCM between measurements ofM2
l+b and leptonPT in the

SVX and dilepton samples. TheM2
l+b analysis uses a subset of the SVX sample used for

the leptonPT analysis since it uses the lower background top mass sample rather than

the top cross-section sample. To calculateρ, pseudo-experiments from Monte Carlo

were done to create a two-dimensional distribution of measured values offV +A for each

analysis approach. TheM2
l+b pseudo-experiments used 7 dilepton and 20 SVX-tagged

events, while the leptonPT pseudo-experiments used these same 27 events, plus an ad-

ditional 14 SVX-tagged events (Table 8.1). For the leptonPT pseudo-experiments, the

events were divided into 34-event SVX-tagged and 7-event dilepton samples, and fit

to V+A, V-A, and background templates of the same. In theM2
l+b case, the standard

analysis divided the 20 SVX-tagged events further into 5-event SVX double-tagged and

15-event SVX single-tagged samples. In this way,ρ takes into account the 14 SVX-

tagged events which are not correlated to theM2
l+b analysis. The distribution of pseudo-

measurements for leptonPT versesM2
l+b is shown in Figure 8.3. The correlation coef-
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Figure 8.3: The distribution of measuredfV +A for the two analysis techniques are shown
for 1000 pseudo-experiments.
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ficient can be calculated from this distribution according to:

ρLM = VLCOR
/σLCOR

/σM = 0.44 (8.6)

To calculate the 3X3 statistical covariance matrix, it is necessary to separate the un-

certainties from the result of the leptonPT analysis into components from the samples

correlated and uncorrelated with theM2
l+b analysis. While the results separated by sam-

ple are available for the measurement of the longitudinal component of theW helicity

in the leptonPT analysis, they are not available for the right-handed component which

is of concern here. Therefore, to get these contributions, an assumption was made that

in the leptonPT analysis, the relative contribution of each sample to the measurement of

the longitudinal helicity component was the same for the right-handed component. The

relative weight of the uncertainties from the correlated and uncorrelated data sample of

the longitudinal sample was then calculated, and used to determineσLCOR
andσLUNC

by weightingσL (see Table 8.2).

Now thatρ, σLCOR
, σLUNC

have been determined, as well asσM which has a sym-

metrized value of 0.33, the statistical component of equation 8.5 can be determined.

8.6 Calculation of Systematic Covariance Matrix

The systematics of the two analyses are largely the same. Thesystematics are compared

in terms of shift infV +A in Table 8.3.

It is assumed that all the systematics are correlated withρ = 1, except the systematic

due to finite Monte Carlo statistics.
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Longitudinal V+A
σ+ σ− σ̂ relative weight σ̂L σ̂LCOR,UNC

SVX 0.46 0.46 0.46
correlated dilepton 0.57 0.45 0.51 0.66 0.5 0.61

SLT 0.87 0.27 0.57
uncorrelated no tag 0.98 0.77 0.875 0.34 0.86

Table 8.2: The correlated and uncorrelated components of the V+A measurement using
leptonPT, as is calculated using the weights from the longitudinal measurement.

Summary of Uncertainties and Result
Systematic uncertainty M2

l+b leptonPT

Top mass 0.19 0.1
Jet energy scale 0.04 0

Background shape 0.05 0.07
Background normalization 0.05 0.03

Gluon radiation 0.05 0.1
B-tagging efficiency 0.03 0

Parton distribution functions 0.02 0.07
Monte Carlo statistics 0.01 0.07
Relative acceptance 0.005 0

Total systematic 0.21 0.20

Table 8.3: Summary of uncertainties in terms of shift in measurement of V+A fraction
for the two methods.
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8.7 Determining Combined Likelihood

The statistical varianceVstat and total systematic varianceVsys are then summed together

into the covariance matrix in equation 8.5. Aχ2 distribution for the combined result is

created according to:

χ2(f) = XT (f) · V −1 ·X(f) (8.7)

where the components X(f) are the difference between the measurements and the true

V+A fraction, f. We assume that the correlated and uncorrelated leptonPT measure-

ments yield the same value as is the case for the uncertainties outlined in section 8.5.

X(f) =















0.37 − f

−0.21 − f

0.37 − f















(8.8)

Solving this matrix gives aχ2 of

χ2(f) = 7.3137 · f 2 + 1.0306 · f + 1.3499 (8.9)

Since theχ2 distribution corresponds to−2 logL, it can be used to determine the maxi-

mum likelihood value and its errors. The solution is -0.07± 0.37.

8.8 Evaluation of Confidence Level

The confidence level of this result can be assigned with Bayesian and Frequentist ap-

proaches. Since the result is slightly out of the physical region, a one-sided 95% Confi-

dence Level is used.

The Bayesian approach is to consider the likelihood only in the physical region of
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fV +A from [0,1]. We assume a flat prior infV +A, and find the upper limit of the 95%

Confidence Level,fUL, to be the value offV +A which contains 95% of the area of the

likelihood in the physical region.

∫ fUL

0 L(f)df
∫

1
0 L(f)df

= 0.95 (8.10)

The result is thatfV +A < 0.60 @ 95% CL.

Our Frequentist approach involves the construction of a Neyman Confidence band

[33] which makes no reference to the physical region. Instead, the likelihood is used to

determine which true value offV +A would produce 95% of measurements greater than

the experimentally measured value. The result is thatfV +A < 0.61 @ 95% CL.

The two approaches yield almost the same value. We prefer theFrequentist ap-

proach since it is more consistent with the analysis method which allowsfV +A to be

non-physical. Also, the Bayesian approach will always set an upper limit within the

physical region (for a flat probability distribution,fV +A < 0.95 @ 95% CL), whereas

the Frequentist approach does not have this feature since itdetermines limits based on

the distribution of expected results from measurement which may or may not be physi-

cal.

Using the Frequentist approach, we determine that the combined result excludes

fV +A = 1 at 99.6 % CL, which corresponds to 2.67σ.

8.9 Results of Combined Measurement

The combined measurement offV +A using the leptonPT andM2
l+b techniques is found

to be -0.07± 0.37, so thatfV +A < 0.61 @ 95% CL. Statistical and systematic uncer-

tainties in the two measurement techniques, along with their correlations, are taken into
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account.

This combined result is an improvement over the previous limit from theM2
l+b tech-

nique. Together, the two experimental techniques are able to probe deeply into the

nature of the top quark and determine that its physical properties are largely consistent

with the Standard Model. With the full Run II data set, a precise measurement offV +A

will become possible.

8.10 Future

Expected statistical and systematic uncertainties are calculated for Run II. Statistical

uncertainties are calculated by using pseudo-experimentswith sample sizes determined

from the CDF Technical Design Report for Run IIA [36] re-scaled to the most recent

theoretical cross-section of 7.5 pb [37] (originally 6.8 pb) and Tevatron energy 1.96

TeV (originally 2.0 TeV). Background contributions are considered the same as those

expected in Run I. Systematic uncertainties are calculatedby scaling the Run I systemat-

ics by the improvement in uncertainty between Run I and Run IIin terms of the CDF top

mass as calculated from the Tev2000 report [38]. The top massuncertainty and its jet

energy scale component are taken for just the CDF top mass, and used to scale the Run I

systematics onfV +A, and determine the correlations. The leading systematics and total

are shown in table 8.5, and along with the statistical uncertainties in table 8.6. Since the

top mass systematic uncertainties are estimated only for 2 fb−1, the systematics for this

measurement are shown only for this luminosity. Since the top mass uncertainty does

not take into account the top mass measurement fromDØ, this estimation is conserva-

tive.
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Result and Summary of Uncertainties

Systematic effects
Top mass Uncertainty 0.19(0.21 w/out jet energy correlation)

Jet energy Scale 0.04(0.14 w/out top mass correlation)
Background shape uncertainty 0.05

Background normalization 0.05
ISR Gluon radiation 0.04
FSR Gluon radiation 0.03
B tagging efficiency 0.03

Parton distribution Functions 0.02
Monte Carlo Statistics 0.01

Relative acceptance uncertainty 0.005
Total systematic 0.21

Statistical uncertainty
Likelihood error from minimization +0.40 -0.23

Likelihood error with non-gaussian correction +0.42 -0.25

Result −0.21+0.42
−0.25 (stat) +- 0.21 (syst)

Table 8.4: Summary of uncertainties in terms of shift in measurement of V+A fraction,
and result.
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Run 2 expected systematic uncertainties

Top mass 0.08(0.16 w/out jet energy correlation)
Jet energy scale 0.03(0.11 w/out top mass correlation)

Background normalization 0.05
Background shape uncertainty 0.05

ISR gluon radiation 0.04
FSR gluon radiation 0.03

Total systematic uncertainty 0.11

Table 8.5: Systematic uncertainties determined by scalingthe systematics offV +A for
the Run I analysis by the factors obtained by comparing the CDF Run I systematic
uncertainties of the top mass to those in expected in 2 fb−1 of CDF II data.

Run 2 expected uncertainties

Luminosity Stat Error Syst Error
109 pb−1 0.59 0.21
500 pb−1 0.19
1000 pb−1 0.14
2000 pb−1 0.10 0.11

Table 8.6: Statistical uncertainty determined by pseudoexperiments with event samples
appropriate to the given luminosty at 1.96 TeV assuming a cross-section of 7.5 pb. Im-
proved systematic uncertainty accounts mainly for better measurements of the jet energy
scale and the top mass.
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Chapter 9

Conclusions

This thesis presents a search for non-standard weak interactions of the top quark. If

present, these would be a hint that the top is important to theweak interaction itself.

Although the Standard Model successfully describes known phenomena, it is ex-

pected to fail to explain physics interactions as the energyscale probed by accelerators

increases. Clues will be discovered in the frontier energy experiments which will point

to a more complete theory which explains the shortcomings ofthe Standard Model. For

instance, it is unexplained why the Standard Model is a V-A theory rather than a V+A

theory, which has the exact opposite asymmetry.

With its uniquely heavy mass, the top quark provides an opportunity to scrutinize

Standard Model predictions at the electroweak scale. V+A components in top decay

may exist due to an exotic particle with right-handed or unbiased couplings mixing

with the top quark, slightly alteringfV +A from its expected value of zero. Also, thett̄

candidate sample may be contaminated by exotic physics processes which may give the

impression that the top has non-standard weak couplings.

This is the first measurement of V+A in top decay which provides meaningful lim-

its on this form of the interaction. To achieve this, we first selected events with a high
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probability of beingtt̄ candidates and with minimal ambiguity in identifying the decay

products of theW boson. TheW from top decay is polarized differently in a V+A the-

ory. To measure this polarization, we use a novel technique of constructing the invariant

mass of the lepton andb quark in these events. After including sources of statistical

and systematic uncertainties, we findfV +A < 0.80 @ 95% Confidence Level (CL). This

method sets a better limit than the competing leptonPT analysis, despite having lower

statistics and being susceptable to jet energy scale uncertainties. Combining the two

analyses limitsfV +A < 0.61 @ 95% CL and provides a 99.6 % CL limit that the top

does not decay with a pure V+A coupling. The uncertainty in this measurement is dom-

inated by statistics; the dominant systematic uncertaintyis from the uncertainty in the

top mass.

We examine the potential of future measurements, and determine that with 2000

pb−1, it is reasonable to assume that CDF should measurefV +A with an uncertainty of

only 0.15. In this case, the systematic uncertainty, dominated by uncertainties in the top

mass, will become the limiting factor in the sensitivity of the measurement.

As statistics improve, it will be useful to measurefV +A separately in the lepton+jets

and dilepton decay modes, since non-standard physics with signatures similar to that

of tt̄ might not have the same effect in each sample. With enoughtt̄ events, it will also

become possible to simultaneously fit for the left-handed, right-handed, and longitudinal

components of the W polarization. Future precise measurements offV +A in top decay

will be key steps in testing the Standard Model at its frontier.
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Appendix A

Acronyms and Symbols Used

HEP (High Energy Physics) is loaded with TLAs (Three Letter Acronyms); so many,

that those in HEP forget that they are acronyms. Although each acronym is defined the

first time it is used, here is a list of them all in one place:

α Coupling strength of an interaction

B QCD color charge blue;̄B is antiblue

BBC Beam Beam Counters

b bottom quark

C charge

c speed of light

c charm quark

CDF Collider Detector at Fermilab

CEM Central Electromagnetic Calorimeter



183

CES Central Electromagnetic Shower Detector

CHA Central Hadronic Calorimeter

CFT Central Fast Tracker

CKM Cabbibo-Kobayashi-Maskawa quark mixing matrix

CMU Central Muon Chamber

CMP Central Muon Upgrade

CMX Central Muon Extension

CPR Central Preshower Detector

CP transformation of Charge and Parity

CTC Central Tracking Chamber

DØ A collider detector at Fermilab in the Tevatron

d down quark

E energy

Ecm Energy of system as viewed in the center of mass reference frame

ET Transverse energy of an object in an event.ET = E · sin(θ)

e electron

FHA Forward Hadronic Calorimeter

FCNC Flavor Changing Neutral Currents

FMU Forward Muon Detectors
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FSR Final State Radiation

eV electron Volts

fV+A =
Γ(t→W+

RH
b)

Γ(t→W+

RH
b)+Γ(t→W+

LH
b)

G QCD color charge green,̄G is antigreen

GGWIG Herwig Monte Carlo modified to allow right-handedWs in top decay

GIM Glashow-Illiopoulos-Maiani Mechanism

g gluon

γ photon

H Helicity

h̄ Planck’s Constant which refers to the angular momentum carried by one photon

j unit of spin

IPD Integrated Probability Distribution

ISR Initial State Radiation

LH Left-Handed

LO leading order, as in a first order calculation in a series expansion

L Likelihood

l lepton

λ0 Radiation Length

λ refers to wavelength of a particle or wave
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M mass

MC Monte Carlo

MNS Maki-Nakagawa-Sakata neutrino mixing matrix

6ET MissingET .

µ muon

NLL next-to-leading-log, as in a next order calculation in a series expansion

ν neutrino

νe electron neutrino

νµ muon neutrino

ντ tau neutrino

P parity

P momentum

PDF Parton Distribution Functions

PEM Plug Electromagnetic Calorimeter

PHA Plug Hadronic Calorimeter

PT transverse momentum of an object in an event.PT = P · sin(θ)

p proton

QED Quantum Electrodynamics, the theory of the electromagnetic interaction.

QCD Quantum Chromo Dynamics, the theory of the strong interaction
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QFL CDF Fast Detector Simulation

Q2 a measure of the momentum transferred in a collision

q quark

R relative efficiency for detecting V-A compared to V+A

R QCD color charge red;̄R is antired

RF Radio-Frequency

RH Right-Handed

Run IA data taking at the Tevatron from 1992-1993

Run IB data taking at the Tevatron from 1994-1995

√
s refers to energy available in a collision

SECVTX Secondary Vertex algorithm

SM Standard Model of particles and interactions

SUL(2) symmetry group representing the weak force which has two isospins

SU(3) symmetry group of the strong force which has three colors

SVX Silicon Vertex Detector

s strange quark

t top quark

τ tau

U(1) unitary transformation in one-dimension representing QED
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u up quark

VTX Vertex Time Projection Chamber

V - A Vector Minus Axial Vector, refers to the combination and type of vectors of the

weak theory. The “minus’ means the Axial Vector is left-handed.

V + A Vector Plus Axial Vector, refers to a combination and type ofvectors which is

not in the weak theory. The “plus” means the Axial Vector is right-handed.

vev Vacuum Expectation Value, refers to the energy level of the ground state of the

vacuum

WHA Wall Hadronic Calorimeter

X spatial coordinate

x fraction of total momentum carried by a parton within a proton

X0 Absorption Length
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Appendix B

Units and Prefixes

In particle physics, we use a set of units based on the electron volt, the amount of energy

an electron has after being accelerated through a potentialdifference of 1 volt. We say

that energy is measured in terms of eV (or electron Volts). Protons and anti-protons

in the Tevatron have energies of 900 GeV (900 billion electron Volts). Momentum is

measured in eV/c (c is the speed if light), and mass is measured with eV/c2. Often times,

particle physicists use units where c = 1, and then energy, momentum, and mass are all

in units of eV. This convention is used throughout this thesis. Charge is given in units

of the charge of an electron, such that the up quark charge is +2/3. Note that stable and

free particles have only been found in nature with integer charge. The primary units of

this thesis are shown in Table B.1. The prefixes for the units are shown in Table B.2.
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Symbol Unit Description Notes
eV electron Volt energy
eV momentum eV/c where c = 1
eV mass eV/c2 where c = 1
m meter length
s second time
b barn cross-section equal to 10−24 cm2

Table B.1: Units.

Power Symbol Name Common Name
> 1

106 M Mega million
109 G Giga billion
1012 T Tera trillion

< 1
10−3 m milli thousandth
10−6 µ micro millionth
10−9 n nano billionth
10−12 p pico trillionth
10−15 f femto quadrillionth

Table B.2: Prefixes for units.
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Appendix C

More information

More information about this analysis is available at

http://www.pas.rochester.edu/∼ksmcf/studenttheses/benkilminster

including:

i A description of the procedure for generating MC samples, simulating and recon-

structing them in the CDF Run I software framework, conducting the measure-

ment, and evaluating systematic uncertainties.

ii An explanation of software tools developed for the analysis.

iii The procedure for obtaining the analysis code and this thesis document.

iv Links to publications associated with this thesis.


