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Abstract

The structure of theéblV vertex is probed by measuring the polarization of e
int - W +0b— [+ v+ b. The invariant mass of the lepton ahdjuark measures
the W decay angle which in turn allows a comparison with poédions expected from
different possible models for the spin properties oflié&" interaction. We measure the
fraction by rate of Ws produced with a V+A coupling in lieu bétStandard Model V-A
to be fy 4 = —0.21705% (stat)+ 0.21 (sys). We assign a limit ¢§, 4 < 0.80 @ 95%
Confidence Level (CL). By combining this result with a compéntary observable in
the same data, we assign a limitfyf, 4 < 0.61 @ 95% CL. We find no evidence for a

non-Standard Modeb\V vertex.
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Chapter 1

The Standard Model of Particle Physics

“I'f, in sonme cataclysm all of scientific know edge
were to be destroyed, and only one sentence passed
on to the next generation of creatures, what statenent
woul d contain the nost information in the fewest
words? | believe it is the atom c hypothesis, that
all things are nade of atons -- |ittle particles
that nove around in perpetual notion, attracting
each other when they are a little distance apart,
but repelling upon being squeezed into one anot her.
In that one sentence, you will see, there is an enornous
anount of information about the world, if just a
little imagi nation and thinking are applied. ”

Richard Feynman

Human civilization has greatly advanced its understandihthe composition of
the universe since the Greeks first postulated atomic te@400 years ago. In 430

B.C., Democritus reasoned that if you divide an object irf hgpheatedly, eventually



you would arrive at a particle which could not be divided agaie called this particle
an “atom”, meaning indivisible. However, what we call thédia” today is divisible
into still smaller particles. Atoms contain a nucleus witteti numbers of electrically
neutral neutrons and positively charged protons. The nsdtesurrounded by a cloud of
negatively charged electrons making the atom electricadlytral. Protons and neutrons
are composed of two types of “quarks”, called “up” and “dowA’proton has two up
qguarks and one down quark, while a neutron has two down qaaudsin up quark. All
matter in our universe is essentially composed of thesigidle particles: up quarks,

down quarks, and electrons.

1.1 Matter in Our Universe

The universe would be quite succinct if it were just up quadavn quarks, and elec-
trons, but a half century of research has led to the discafeagiditional particles. There
are two other pairs of quarks, identical to the up and dowhpiare massive. Also, the
electron has a light, neutral partner called a “neutrinohefe are two other charged
particles like electrons, each with a neutrino partner.l€gtively, these three pairs are
known as “leptons”. The rich diversity of objects in our ugrise is made possible by
guarks and leptons interacting via a number of forces. Adaasical physics, these
forces can exchange momentum and energy among particldeashdo formation of
bound systems. Quantum mechanically, forces transforiicles into other particles,
or transform properties of particle into different projest

The Standard Model of Particle Physics is a theory whichgmatees all the funda-
mental particles of matter and the forces with which thegnatt [1]. In the Standard
Model, the three pairs of quarks and leptons are organizedhnee generations of mat-
ter particles, collectively called fermions (Table 1.1j€Tlfirst generation of quarks are

the up (u) and down (d) quarks, and the first generation obtepare the electron (e)
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Table 1.1: Fermions of the Standard Model

and the electron neutrine) leptons. The second generation of fermions are the charm
(c) and strange (s) quarks, and the muengnd muon neutrinoy,) leptons. The third
generation are the top (t) and bottom (b) quarks, and therfaand tau neutrinow;
leptons. The first generation of fermions make up our unezarerely because they are
the lightest. The heavier second and third generationsarkgland leptons are unstable
and decay into the lower mass first generation. Second amtneration particles can
be created in high energy laboratories or in atmospherécactions of cosmic particles.
The heaviest known patrticle is the "top” quark, discovered995. It has the mass of

about 175 protons.

1.2 Forces in Our Universe

The forces of the Standard Model are electromagnetism, gakorce, and the strong
force. Electromagnetism is the force which governs eleityrilightning, and light. The
weak force causes some radioactive decays, and providésl @racess which allows
the sun to burn. The strong force is what holds the protontbege Gravity is also a
force, but has not yet been successfully included in thedat@ahModel.

The Standard Model is a quantum field theory, which has ardifiteview of forces

than the classical theories of Newton. In a classical thdorges arise due to the action



Gauge Bosons Force Coupling«) Range
Photon /)  Electromagnetic 1/137 00
wtw-,2° Weak 102 <10 cm
Gluon (g) Strong 1 <1078 cm
Graviton Gravity 10738 00

Table 1.2: The bosons of the Standard Model. The couplingteon ¢) is the strength
of the force, in comparison with the strong force, at a dis¢estale the size of an atomic
nucleus (0~'2 cm). The range is the distance over which the force inteiaasdinary
matter. At this distance scale, the electromagnetic an#t fegees have similar strength;
however, the strength of the weak force falls off much mopadig outside the range
of 1071 cm. The strong force goes to zero for colorless states ahisdistance scale
and actually increases for colored states.

of one particle on another. In a quantum field theory, thedsdgetween particles are
interpreted as the exchange of ‘special particles knowriicas€ carriers”.

The force carrying particles of the Standard Model are ddb®sons”. The “pho-
ton” () is the force carrier of electromagnetism. It has zero maskimteracts with
positively and negatively charged objects. Since it isteleally neutral, it does not in-
teract with other photons. Our eyes can observe photonstlgiia the form of visible
light. The photon’s range is infinite, which allows us to sgétiwhich has traveled for
more than 10 billion light years to reach our most powerfldgeopes. The gluor)is
the force carrier of the strong force, and interacts witlpalticles that carry a property
called “color” which is found in all quarks and the gluonsniselves. The gluon is
massless. Th&/*, W—, andZ° bosons are the force carriers of the weak force. The
W bosons have a mass of 80.4 GeV, théoson has a 91.2 GeV mass. These bosons
interact by coupling to “weak isospin”, the charge of the kederaction. The bosons
are shown in Table 1.2, along with their relative strengdingl, their range of interaction.

Table 1.3 shows the properties of the fermions in the Stahierdel. Shown are

the fermion spins, quantum values, and mass.



Fermions Fermion Spins
Quarks
u c t 3 1 1
a) {s) (b ! ! !
Leptons
L) a) GG ) ()
Ve Vy Uy 3 3 3
Gauge Bosons Fermion Quantum Numbers

Electric Charge

)

Photon
(7)

VR
| +
Wl—=wIiN

2
1
-3

—1 —1 —1
0 0 0
Weak Isospin charge
1 1 1
Weak Bosons ( J_ri ) < J_ri ) < J_ri )
2 2 2
(W+,w-,2°%
() () (1)
1 1 1
2 2 2
Color charge
8 Gluons R,B,G R,B,G R,B,G
R,B,G R,B,G R,B,G
(9)
0 0 0
0 0 0
Scalar Bosons Fermion Masses
Hiqos 0.003 1.3 175
99 0.006 0.1 43

(h) B
(Zie) (<o) (2ho)

Table 1.3: The properties of fermions in the Standard Mottethe upper left corner
are the three generations of leptons and quarks. In the uigp¢corner are the fermion
spins. The next three rows on the left indicate the gaugertsofew each of the Standard
Model forces. Next to the gauge bosons are the quantum ngrabtére fermions for the
given force. The fermions masses in GeV are shown in thedastalongside the Higgs
boson which is responsible for imparting mass to the fersidgach fermion has an
antiparticle (not shown), with the same mass and spin, bpbsife quantum numbers.



1.3 Standard Model Theory and Predictions

The success of the Standard Model is that it provides a teqslareation of particle
physics phenomena. The theory describing how the partidbave is formulated by
an equation called a “Lagrangian”. The Lagrangian is equ#ie kinetic energy minus
the potential energy of the particles. The kinetic energgngeaccount for motion of
particles. The potential energy terms specify the forced aacount for the fundamental
interactions of the theory, including particle productand decay.

The Standard Model Lagrangian incorporates quantum theslgtivity, and local
gauge invariance. Quantum theory states that a particlkesisrdbed by a wave function,
and that energy and other quantum numbers are transmittisidrete quanta. Relativ-
ity governs the behavior of interactions or observatiortermed over space and time.
Local gauge invariance means that the phase of the wavaduarazan be chosen arbi-
trarily at each point in space-time without changing theotlietself. Quantum theory
and relativity lead to the interpretation that particleenatctions are the exchange of par-
ticles. When local gauge invariance is applied, the excgai force mediating “gauge
bosons”, and the nature of their couplings to other pagitig¢he theory are completely
specified.

Each force in the Standard Model is represented by a gaugmeymtransforma-
tion. Symmetries lead to the conservation of propertiesh @s rotational symmetry
leading to the conservation of angular momentum. Gauge ®tnes require that the
physical system is invariant under various shifts in thedocharges with respect to
shifts in time and space coordinates. A gauge symmetryframation has the effect of
transforming one elementary particle into another. Gaygensetries are represented
by gauge groups: for electromagnetism, it is the U(1) grémpthe weak force it is the
SU(2) group, and for the strong force it is the SU(3) group.

It has been experimentally found that the weak interactmeschot conserve parity



(P), the transformation by reflection in space as in the ins&g®@ in a mirror. The weak
interaction is described by a “polar Vector minus Axial \@t{V-A) theory. Polar vec-
tors, like momentum, are vectors which reverse directiatena parity transformation.
Axial vectors, like angular momentum or spin, are vectorgcwialo not reverse direc-
tion under parity transformation. Since both types of vectre manifest in the weak
interaction, parity is not conserved. This parity violatis biased such that tHé *
andW~ bosons only couple to “left-handed” chiral states of madied “right-handed”
chiral states of antimatter.

Chiral states are related to a more easily visualized measlied helicityH, which

is the dot product of the spin and momentum of a particle,

H=.J-P. (1.1)

Fermions are spin-1/2 particles, havikg= -1/2 when the spin is in the opposite direc-
tion as the momentum, arfd = +1/2 when the spin is in the same direction. Positive
helicity states are referred to as “right-handed”, simitathe convention of the “right-
hand rule” for vector products. Negative helicity statesaalled “left-handed”. Helicity

is equal to chirality for particles with no mass. For ferngpnohirality is represented by
a basis of spinors which have a value of either +1/2 or -1/2 /2 state is referred to
as right-handed and denoted by a subscript R, the -1/2 statded as L.

The V-A weak theory is represented by grouping the left-leginchiral states in an
“isospin” doublet, and the right-handed chiral states irfiaaspin” singlet, as shown
in Table 1.4. Weak isospin refers to the charge of the weakentr The upper par-
ticle of the doublet in each of the three generations has & wsespin of +1/2, the
lower one, a weak isospin of -1/2. The gauge symmetry is thexedescribed by
a left-handedSU(2) group, SU(2),. Incorporating the strong force, electromagnetic

force, and the asymmetric weak force, the Standard Modelryhis represented by
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U c t)
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Table 1.4: Weak isospin doublet and singlet. Only left-lehtermions may be trans-
formed by the weak charged current.

SU(3) X SUL(2) X U(1).

To predict observable behaviors of particles, the theorgtrptoduce finite proba-
bilities for certain processes to occur, and so must defiret afformal rules for the
properties of the particles, their propagations, and tinééractions. This is often done
by constructing Feynman diagrams which visually repreagudrticle physics process,
and also can be used to assist in calculating probabilitrethe diagram, each particle
is a represented by a line and each vertex is the interactiarfarce. Solid lines with
arrows are fermions. Curvy, wavy, or broken lines are boséndiagram represents a
mathematical term that can be used in a formula. Feynmamadvegcan be rotated such
that the arrow of time is drawn in any direction. If the pdgiarrow points opposite to
the direction of time, it is considered an antiparticle nmgvin the direction of time.
In Figure 1.1, time moving upward would indicate that thedyodecayed producing a

particle and antiparticle.

1.4 Electromagnetic Processes

The electromagnetic force is governed by the theory of Quarkilectrodynamics (QED).
QED is the exchange of photons by electrically charged @asti All QED calculations

can be done in terms of Diagram 1.2a, which shows a photoratttag with a charged



fermion propagators/ \

/
vertex
<«— boson propagator

Figure 1.1: A general example of a Feynman diagram showiagntieraction between

two fermions and a boson. Each fermion, boson, and vertexesepts mathematical
terms that can be combined to determine the probabilityHerdiagrammed process
to occur. The probability for this process is dependent enntiass, energy, spin, and
momentum of the incoming and outgoing particles.

lepton or quark. By means of a photon, @hande™ may transform into a™ andp~
(Figure 1.2Db).

1.5 Strong Processes

The strong force is governed by the theory of Quantum Chrgmachics (QCD), which
is the interaction of gluons with particles having colorigea Quarks can have ref),
blue (B), or green (7) charge. Antiquarks have anticoldt, B, or G. Gluons are multi-
colored, having six color-anticolor combinations®B, RG, BG, BR, GR, GB, and
two multi-color combinations of /v/2(RR — BB), and1/v/6(RR,BB-2GG). Quarks
exist only in bound states called “hadrons” which are elealily neutral combinations
of quarks. Hadrons with two quarks are called “mesons”, aittl three quarks are
called “baryons”. TheD~ meson(cd) and theQ)~ baryon(sss) are examples of each.

Since the Pauli exclusion principle prohibits identicahsp/2 particles from occupying
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electromagnetic Yy

coupling
e+ H+
Y time N

Figure 1.2: Feynman diagrams showing electromagneticegs®s. (a) The basic dia-
gram of a charged lepton or quark interacting with a photobpAf example of a process
where aret and ane™ produce au™ and au~ through annhilation into a photon.

the same state, bound states like heare explained by each quark having a different
color. The name “color” provides a useful analogy since ksi@aan only be bound in
colorless states. Therefore, as in the analogy with ligkgrabination ofR + B + G

is colorless, as well aB + B + G. When gluons interact with quarks, the color of the
qguark is transformed. Since gluons carry color, they cagraut with themselves. The

Feynman diagrams for the interactions of QCD are shown inreid.3.

1.6 Weak Processes

Particles with weak isospin, including all the quarks amutdes, can interact with the
weak force. The charged weak interaction is mediated byitheandW ~ bosons, and
the neutral weak interaction by th# boson. Thé?V*+ andW~ bosons can change the
“flavor” of a lepton or quark, thus transforming annto av, or aw into ad. A W
boson interacts with left-handed fermions and right-haratgifermions. TheZ® boson

couples to both left-handed and right-handed chiral stétasinteracts more strongly
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(@)

Figure 1.3: Feynman diagrams showing QCD interactions.Of@)he left, a quark
changes color via interaction with a gluon. The middle daagishows a gluon fusion
process. This is represented on the right in terms of the dlole of the gluons. (b) A

A** decays via a gluon into a proton and a pion. All three of theseposite particles
are colorless.

with left-handed states. The possible fermion interactimithe weak theory are shown
in Figure 1.4.

The effect of the V-A weak interaction can be seen in the de€#ye charged pion,
shown in Figure 1.5. Because of the left-handed asymmettigarweak interaction,
right-handed fermion and left-handed antifermion intaécas are suppressed by the
factor of (1 — v/c) m?/2E* *. Therefore, due to the difference between electron and

muon masses, the rateof — e™ + 1, is more than ten thousand times less than that of

*In this case, “handed” refers to helicity rather than clitiyalThe discussion in Section 1.3 explains
the difference.
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Figure 1.4: Feynman diagrams showing weak interactiond@férmions. (a) AW
boson interacts with left-handed fermions and right-hanaetifermions. AZ boson
interacts with a fermion and antifermion. (b)Aboson decays via®™ .~ into the final
state of three left-handed particles and three right-hadwzdiiparticles. AB° meson
transforms into its own antiparticle by exchanging™ and1W~ bosons.

nt — ut + v, because the two final state particles in a pion decay mustthaveame

helicity. This effect is called “helicity suppression”.

1.7 Fermion Mixing and CP Violation

The weak force maximally violates charge (C) and parity éppsately, but also violates
charge-parity (CP) transformations. This means thatafided matter does not behave
exactly like right-handed antimatter, and so the two argrdjsishable. The differences

are smaller than a percent, but allow us to experimentalgntty the difference be-



13

eT4 > T[+’ »Ve
ot — 1 N \

Figure 1.5: The decay of a spin-0 pion must conserve angutementum, shown by
the hollow arrows. Since the neutrinos are the least madsigg are ultra-relativistic,
and always left-handed. This forces either ¢heor ™ to be left-handed. The muon is
the least relativistic, and therefore, the preferenti@agest™ — u + v, rather than

7t — et + 1.

tween matter and antimatter. Ti& is a linear combination afs andsd and its decay
K; — et + v, + 7 would be expected to have the same rat&gs— ¢~ + v, + 7" if
there were no CP violation. Because of CP violation, thetedaccan be defined as the
lepton which is produced 0.3% less than the positron in tee odthe decay of th&;,

meson.
The charged weak interaction can transform a quark of orspisdo a quark of
opposite isospin. Primarily this transformation is witlihee same generation; how-
ever, weak interactions allow quarks from different getiers to interact. The mixing
of quarks between generations is parameterized by the Qalmbayashi-Maskawa
(CKM) matrix of Equation 1.2. The values in Equation 1.3 averent experimental

constraints on the magnitudes of the CKM parameters.

d Viua Vs Vb d
S| = Vea Ves Va || s (1.2)
v Via Vis Va b
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0.9741 to 0.9756 0.219 to 0.226 0.0025 to 0.0048 d
=1 0.219 to 0.226 0.9732 to 0.9746 0.038 to 0.044 s (1.3)
0.004 to 0.014 0.037 to 0.044 0.9990 to 0.9993 b

The unitary CKM matrix is often parameterized in terms o&thangles, and a complex
phase which quantifies the amount of CP violation in the gsadtor.

Recent experiments prove that neutrinos have mass, atiowgntrinos to mix be-
tween generations. The Maki-Nakagawa-Sakata (MNS) mpaiameterizes the mix-
ing, or oscillation of neutrinos. Each neutrino is viewedaawixture of three types of
neutrinosy, 1», andvs. Because of large mixing angles, ea¢meutrino is not dom-
inantly v, v,, or v,. The MNS matrix has three angles and a CP-violating complex

phase.

1.8 Electroweak Unification

Since Coulomb discovered that the electromagnetic forb@d®n charges has the same
force law as Newton’s gravitational force between massgeg-gex*charge/distance?),
physicists have been seeking to unify forces. In the 19thucgnMaxwell found that
electricity and magnetism were manifestations of the samuef In the 20th century, the
electromagnetic force was found to unify with the weak faathigh energies, as in the
early universe or at particle accelerators. The electrewedied theory is represented
by the gauge group SU()X U(1), and four massless gauge bosons are necessary to
maintain its gauge invariance. Since thée", W ~, and Z° have been experimentally
observed to have mass while the photon is massless, theogleak symmetry is nec-
essarily broken.

The Standard Model accounts for breaking of the electrovsgakmetry at low en-

ergies by introducing an extra termi,; ., to the Lagrangian which depends on the
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weak gauge fields, the electromagnetic gauge field, and atjsit¥,
V=Pl + el (1.4)

where® is a complex scalar field. The minimum of V is non-zero, megrtivat there
IS a non-zero vacuum expectation value (vev) for the Higdd.fi€here are an infinite
number of these non-zero solutions corresponding to thebeuwf points on the cir-
cumference of a circle. The symmetry is broken once the mimmns non-zero. The
“place on the circle” is the one parameter in the unificatiweoty. ® is reformulated in
terms of a non-zero vacuum expectation value, three scaldsfivhich have longitudi-
nal degrees of freedom, and a scalar field caHed'he weak and electromagnetic fields
are redefined such that they are invariant under local SUW&)ge transformations.

Substituting these redefinitions infg;; ., results in the appearance of three massive
vector fields for theZ and W bosons. The&Z andWW acquire a longitudinal degree of
freedom and a mass. The massless photon and the Z boson aeddefsuch a way
that the photon does not participate in the weak interaciibie substitution also results
in the appearance of a real scalar Higgs field. The StandadkeMmcommodates this
Higgs field in terms of a massive scalar Higgs boson, anotimetefmental particle added
to the Standard Model. In general, it is possible that thegklimay be a composite
object, although such models are more difficult to reconaild existing constraints
from data.

The combined electroweak theory introduces processeswhemphoton couples to

the charged weak fields as in Figure 1.6.
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Figure 1.6: Feynman diagrams showing electroweak interastof the bosons. The
diagram on the right demonstrates the photon coupling tavdak boson fields.

U7

Quantity Number of parametert
Quark masses 6

Lepton masses

Coupling Constants

Independent parameters of CKM matri
Independent parameters of MNS matri
Magnitude of CP violation in quark sector
Magnitude of CP violation in lepton sector
Fundamental electroweak mass scale
Higgs mass

e

Pa
P RPRPFPOLOWO

Table 1.5: The 25 independent parameters of the standardimod
1.9 Limitations and Extensions of the Standard Model

The Standard Model of Fundamental Particles and Intemrtias provided sound pre-
dictions which have been repeatedly verified over the laste20s. Howevever, it has
various theoretical flaws.

It fails to predict values like particle masses, realizihgrh only as empirical pa-
rameters entered into the theory. In order to fully spediy$tandard Model, one needs

to measure 25 independent parameters (Table 1.5).
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The Higgs boson, which is integral to the mechanism of edeaak symmetry
breaking, has so far escaped discovery. The best fit of thgsHigass from preci-
sion electroweak fits of data has been excluded, and curkgetrienental bounds put
the Higgs mass at greater than 114 GeV. To satisy the conditad the sum of various
scattering amplitudes for tree-level standard model m®see do not exceed unitarity,
theory dictates that either the Higgs boson is lighter thaoua 780 GeV or new physics
must appear below an energy scale of 1.2 TeV [2].

It is understood that the Standard Model is likely the loverggy limit of a more
global unbroken symmetry which might serve to explain themaism for sponta-
neous electroweak symmetry breaking. One very elegant incaled “Supersymme-
try”, introduces an additional symmetry to provide a metfmcelectroweak symmetry
breaking. This symmetry requires the Standard Model pastito have higher mass
supersymmetric partners, thereby almost doubling the eunwitfundamental particles.

Another theory, called “technicolor”, introduces a newosty force to impart mass
to thelW andZ bosons. This theory is often extended to give special sggmtie to the
top quark due to its uniqueness in the Standard Model. Itastlbst massive quark,
and furthermore, it is the only quark with a mass greater thenmassive bosons of
the weak interaction ¢£°, W= ). Because of its high mass, it is the only fermion to
have a Yukawa coupling to the Higgs field of order one. Therh&oown as “topcolor
assisted technicolor” [3] suggests a new strong force pratmally coupling to the third
generation of quarks. As a result, a topcotdiand two “top gluons” would exist which
would decay preferentially tef andbb.

Theories of extra dimensions, which require some partiesxist in dimensions
beyond the three space and one time dimension we see in aydiig have scenarios
where new scalar bosons with couplings preferential to hiirel tyeneration are pre-
dicted. In some extra dimensional scenarios, in which jostlhosons exist in extra

dimensions, particles very similar to the topcalrare predicted [4].
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Beyond the understanding of electroweak symmetry breakireye are many out-
standing problems remaining for the Standard Model. Algtothere is a very success-
ful classical theory of general relativity describing hokagty behaves on large scales,
there is no working theory of the quantum interactions o¥ijyaThe presence of grav-
ity distorts space-time, and so the theory must explain h@vitpns not only interact
with other quantum particles, but also interact with sp@re. The most likely manner
of doing this is currently understood to be superstring thewhich has had the most
success of any theory in demonstrating that gravity may begsty unified with the
other forces.

The Standard Model is remarkably successful, explainiegriteractions of matter
with forces to a high precision over many orders of magniindmergy. Perhaps in the
next two decades, further developments will explain eteetiak symmetry breaking,
and unify the electroweak interaction with the strong iat#ion, or even gravity. The
main goal of experimental particle physics today is to cahdneasurements which
are sensitive to deviations from Standard Model predistiandicating that there is
physics beyond the Standard Model which can solve thesdgsuleft by our current
understanding. This dissertation will focus on the questibwhether the top quark is

special by searching for a right-handed, or “V+A” interaatiin its decay.
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Chapter 2

Producing the Top Quark

The only experimental apparatus capable of producing tle@&V top quark is at
Fermi National Accelerator Laboratory (Fermilab) [5, &cated in Batavia, lllinois
(Figure 2.1). At Fermilab, the top quark is created in botbrgg and weak interactions
resulting from collisions between 900 GeV protons and pratons. This chapter ex-
plains the necessity for such high energy collisions, théhotwof producing them, and

the interactions which create top quarks.

2.1 Using Collisions to Study the Structure of Matter

The structure of objects in our universe can be determingzhycle collisions. When a
2.4 eV photon from the sun collides with an atom in a blade aggyra bound electron is
temporarily excited to a higher energy level, emitting atphaipon its return. If enough
of these resulting photons are absorbed by a human eye, nseedhe shape and color
of the blade of grass. Visible light has a wavelengtls ofl0~"m, allowing the lens of
a microscope to bring into focus an object as small aa 10~%n human cell. The

fundamental particles of the Standard Model are smaller ¢éharoton, radiug - 10~1°
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Figure 2.1: An aerial view of Fermilab. Shown are the LinacpBter, Debuncher, and
Accumulator, as well as part of the Main Ring.
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m (1 fm), making it necessary to use energies 100 billion sigreater to determine its
structure. At high energies, the proton structure is a caatimn of quarks and gluons
called partons. In addition to the three quintessentidEivee” quarks, v, andd), the

gluons give rise to virtual quark-antiquark pairs calledasquarks.

2.2 Fermilab Accelerator Complex

Inside the four-mile-circumference Tevatron tunnel diates a clockwise-running beam
of 900 GeV protons, and a counterclockwise-running bean®@0i®@eV anti-protons. To
achieve such energies, the protons and antiprotons arenditivough a progression of
accelerators (Figure 2.2). The speed of the particles ie@sed by accelerating them in
electric fields. The direction of particles is controlledngsmagnetic fields to constrain
them in circles and to focus them at the interaction pointse Beams collide in the
center of the Collider Detector at Fermilab (CDF) and fh@ detector.

2.2.1 Protons

The protons are obtained by heating hydrogen gas §o thatH " ions are produced.
A small electric field accelerates thé' ions into a metal surface with a high cesium
content. Because the metal contains free electrons aneéshent has a low work func-
tion, high numbers of loosely held electrons gather arohed®t™ ions. When and *
collects two electrons and is dislodged by another protttimgithe surface, théf —
ion will accelerate away from the metal surface. An elecais field accelerates these
H~ ions to kinetic energies of 18 KeV. Thé~ ions then approach the Cockroft-Walton
pre-accelerator (Figure 2.3) which uses a series of voltagiéplier ladders to create a
large electrostatic potential between the huge dome andunded column. Théf ~

beam is accelerated in the resulting field to 750 keV.
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Figure 2.2: Schematic of the Tevatron accelerator complex.
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Figure 2.3: The Cockroft-Walton pre-accelerator.
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The H~ ions are next accelerated in the Linac, which is a seriesuwtden cylindri-
cal radio-frequency (RF) cavities. In an RF cavity, the &ledield’s frequency is tuned
so that incoming ions are given coherent kicks of accelamatiThe first five cavities
are drift tube linacs which use high-gradient electric §g(@ MV/m) to synchronously
kick the H~ ionsto 116 MeV. The last nine cavities resonate with stagn&k waves to
accelerate the moving — ions to 400 MeV.

On the way into the Booster, thé~ ions pass through a carbon foil which strips off
the electrons, leavingf ™ ions. These protons travel in orbit for 20,000 rotationsiach
the 75 m radius Booster, and are accelerated from 400 MeV te\8 Ity these many
passes through a series of alternating gradient RF cavities

The 8 GeV protons are then extracted from the booster andtagento the Main
Ring, a circular accelerator which shares the Tevatrondlunfhe Main Ring consists
of 774 dipole magnets for bending, 240 quadrupole magnet®éusing, and 18 RF
cavities for particle acceleration. Protons are accaddrfitom 8 GeV to 150 GeV in
this apparatus once every 2.4 seconds.

The 150 GeV protons are injected into the Tevatron, an alterg gradient syn-
chrotron contained in the same tunnel as the Main Ring anchtedyust below it. Its
eight RF cavities accelerate the protons to 900 GeV. To kaep kigh energy parti-
cles in orbit, the Tevatron utilizes about 1000 supercotidganagnets whose Nb-Sn

conductors are cooled to liquid helium temperatures.

2.2.2 Antiprotons

Antiprotons () bend in the opposite direction as protons in a magnetic.fielek Fer-
milab accelerator complex makes use of this by transpogiig much of the same
apparatus, but in the opposite direction and in two diffemgbits that only overlap at

collision points.
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Antiprotons are produced when 120 GeV protons extracteah filee Main Ring
collide with a nickel target. For every0'? protons converging upon the targed! an-
tiprotons are created. Charged particles from the collisi@ rendered nearly parallel
by a lithium lens, and dipole magnets are used to sgladth 8 GeV momentum. An-
tiprotons are directed through the Debuncher, which resltlogir momentum spread in
the longitudinal and transverse directions, allowing thefne collected in the Accumu-
lator. With this procedurel0'° p can be collected in one hour. Afted'! p have been
collected, they are accelerated from 8 to 150 GeV in the Maiig RThep beam is then
added to @ beam already circulating in the Tevatron at 150 GeV wherg #ne then

accelerated to 900 GeV simultaneously.

2.2.3 Collisions

Inside the Tevatron, beamsdfi0!! protons and-10'° antiprotons are each divided into
six bunches. The beams travel in the same beam pipe in doaldalrorbits, thereby
intersecting only in two locations, the CDF and) detectors. At the interaction points,
the beams are focused to a transverse diameter of abgutr8xreating an average of
2.5 interactions per bunch crossing (every 3.%9.

The performance of the Tevatron is measured in terms ofntest@ous luminosity
L which is proportional to the number of protong and antiprotonsv; per bunch, the
number of bunches B in either beam, the frequency of bunaiugen f, and inversely
proportional to the area of the intersection between theles A.

_ N, NBf

£ 41 A

(2.1)

L typically decreases by a factor of two in ten hours due tcstrarse spreading of
and losses oiV,, andV; from collisions or interactions with residual gas or fromagt

which fall out of a focused orbit. To consistently maintaighh£, the beams are then
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jettisoned, and new protons and antiprotons are injected.

The goal of the accelerator complex is to operate continyppsoducing high in-
tegrated luminosity/ £dt. The data evaluated for this analysis was collected in two
periods: Run IA (August 1992 to May 1993) and Run IB (Janu&§4lto July 1995).

In Run IA, the peak instantaneous luminosity was -9(#cm~2s-, while typical val-
ues were 5.4103°cm—2s~1. The total integrated luminosity was 31.7*°cm~2, or 31.7
pb~! (p = pico =10~!2, b = barn =10~?‘cn?).

In Run IB, the peak instantaneous luminosity increased tel@?cm~2s~!, with
typical values of 1610*°cm~2s~!, for a total integrated luminosity of 100.8 pb

In total, the Tevatron delivered a total integrated lumityosf 132.5 pb ! to CDF in
Run |, providing 106 pb! of usable data for top physics analysis.

The integrated luminosity, Ldt, is related to the number of events N expected for
a given physics process by

N = /Edt-a, 2.2)

whereo is the cross-section for the process to occur.
The pp inelastic scattering cross-section is about 50 mb, thudymiog approxi-

mately 6.5 trillion inelastic scattering events in Run |.

2.3 Top Production

In contrast to the high inelastic scattering cross-sectiom predicted cross-section for
producing 175 GeV top quarks gz((s) = 1.8 TeV is ten billion times less. Thus only a
thousand events were delivered to the CDF detector in Run I.

The top quark is mainly produced in association with an aptifuark via the strong
interaction. Thisgt production mechanism has a predicted cross-section oftb[27),

90% coming from annihilation of initial state quarks on gatrks, and 10% from col-
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lisions of gluons. Theg production processes dominate since quarks tend to carry

g t t
LR > >
g
At t
g t g t
<€ <€

Figure 2.4: Feynman diagrams fa@rproduction via the strong force.

more momentum within the proton than the gluons. To créatine incoming partons
must have at least 20% of the 900 Gg\andp momentum. The probability for a par-
ton to have a given momentum fraction is specified by its padistribution function

(PDF). At these high momentum fractions, the number qtiarks is greater than thke
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guarks and gluons, and is much higher than the number of ssgy(Figure 2.5).

The top quark can also be produced via the weak interacti@mwalvirtual W boson
decays into a single top quark as in Figure 2.6. Since theseestion for this process
is about a third oft production and has lower experimental sensitivity, thesoletion

of top quarks at Fermilab has so far been restricted pooduction.
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Figure 2.6: Feynman diagrams for single top quark produodtipthe weak force.
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Chapter 3

Detecting the Top Quark

After the bottom quark was discovered in 1977, physicistmbesearching for its part-
ner, the top quark. In 1994, CDF found evidence for a 1740 (stat.) ™13 (syst.) GeV
top quark using 19.3 ptJ data from Run IA [8]. In 1996, CDF anB® simultaneously
announced the observation of the top quark with a mass oftl&gstat.)+ 10 (syst.)
GeV and 199"} (stat.) 4 22 (syst.) GeV, respectively [9, 10]. By 1999, the joint
CDF/D® top mass was determined to be 174.3.1 GeV [29].

3.1 Top Decay

The top quark is unique due to its heavy mass. Since itsrifets approximately0—2*

s, and the time for a free quark to form a bound state is apprately10-2® s, the top
guark decays as a free quark. The top quark decays almost 10QH& time to a real

W boson byt — W+ +b. ThelV boson decays either leptonically into a charged lepton
and antineutrino such &8+ — u* + v, or hadronically into a quark and an opposite
isospin antiquark such 88+ — w« + d. The Feynman diagram fot decay, where there

are twol bosons, is shown in Figure 3.1. The branching ratios fortlecay modes
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V,Q

Figure 3.1: Feynman diagram for decay mode# @iroduced by;g annihilation.

appear in Table 3.1.

tt decays are classified into channels by number of final stateged leptons.
Events are referred to as “all-hadronic” when bitls decay to quarks, “dilepton” when
both W's decay to either electrons or muons, and “lepton + jets” wdrel/’ decays
to an electron or muon while the other decays to quarks. Tatos are not explic-
itly included in thett decay channels because there observed final states, eittrenk
plus a neutrino or a soft electron or muon plus two neutriaos difficult to identify in
the detector. However, their subsequent decay into elestwo muons may cause them
to be included in the other channels. For each decay modes #ie non# physics
“backgrounds” which can imitate thésignal, decreasing measurement sensitivity. The
effect of these backgrounds can be reduced by discardingsewéh kinematics incon-
sistent withtt decay. However, improvements in signal purity must be waibhgainst

diminution of realtt events.
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Decay Mode Branching Ratio

= (DT 36/81
tt — (¢'q)(ev)bb 12/81
tt — (¢'Q)(uv)bdb 12/81
tt — (¢'q)(Tv)bb 12/81
tt — (ev)(uv)bb 2/81
tt — (ev)(rv)bb 2/81
tt — (uv)(Tv)bb 2/81
tt — (ev)(ev)bb 1/81
tt — (uv)(uv)bb 1/81
tt — (tv)(Tv)bb 1/81

Table 3.1: The branching ratios fordecay modes assuming standard model couplings.
Hereq may be au, d, ¢, s or b quark.

The branching fraction to the all-hadronic channel is 44%isTode is character-
ized by six or more “jets” which are collimated sprays of s resulting from gluon
radiation and hadronization of the quarks. The main baakgidor this mode is in-
elastic scattering where multiple jets are created thralgbn radiation. Although this
background is significantly more abundant thtam this channel, it can be reduced by
requiring one or two jets to bé-tagged” or identified as coming frombequark. One
disadvantage of this channel is thatin — ¢’ + ¢, the quark and antiquark jets cannot
be easily distinguished. The measurement of this thesisnesydifferentiation ofil’
decay products, so the all-hadronic channel is not corsider

The branching fraction to the lepton + jets mode is 30%. faaiure is an electron
or muon, four jets, and missing energy due to the unmeasweattimo. The back-
grounds in this channel are mainly from electroweak prazeséich produce a weak
boson in association with jets. A Feynman diagram for theidant background called
“W + jets” is shown in Figure 3.2. By requiring one or two of thesjeo be b-tagged,

backgrounds are reduced considerably. The lepton + jetpleamh data provides the
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q W

Figure 3.2: The Feynman diagram fidf production in association with jets, the domi-
nant background in th& lepton + jets channel.

best measurements of the top quark cross-section and mass idsismall background
and large signal rate.

The branching fraction to the dilepton channel is 5%. It®atgre is two leptons
(1 or e), two jets from the quarks, and missing energy from the two unmeasured neu-
trinos. The largest backgrounds are from Drell Yan process&hich quarks interact
producing aZ or a virtual photon+*), and then decay into leptons. This background
can be reduced by requiring the leptons to be of differenpflathereby rejecting all

exceptZ — 7717 — et + v+ + v,

3.2 Collider Detector at Fermilab (CDF)

CDF is a multi-component detector equipped to detect theqtogrk by identifying

electrons, muons, jets, and missing energy due to neutriffesdetector surrounds the
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collision region with azimuthal and forward-backward syetmp. Tracking detectors
measure the momentum (P) of charged particles such asmlertd muons, and also are
used to identify jets frond quark decay. Calorimeter detectors measure the energy (E)
of electrons, photons, hadronic particles, as well as thermim ionization energy of
muons. Muon detectors surround the Calorimeters, progiddditional muon tracking.

A diagram of CDF is shown in Figure 3.3. More detailed deswmis of CDF can be
found elsewhere [7].

It is useful to define detector coordinates and detectiorabkes. ¢ is the angle
between the proton direction +z and a vector inghe z plane. Rapidity, defined as
—In[(E + P)/(E — P)], is a Lorentz invariant quantity such that particle multipy
from inelastic collisions is constant per unit rapidity. rFoghly relativistic particles

which haveF > M this is approximated by pseudorapidity
1
=3 In(tan(6/2), (3.1)

which measures the forward direction of particles produnezbllisions. Particles are

also specified by their “transverse enerdiyy, defined by
Er = F -siné. (3.2)
Similarly, transverse momentum,

Pr = P -siné. (3.3)
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Figure 3.3: A view of one quarter of a slice through the cenfahe CDF Il detector.
The full detector is recreated by reflecting the image fromotz, and rotating about

the z axis.
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3.3 Tracking Detectors

3.3.1 Magnetic Field

Charged particles entering the central detector volume fgasugh a series of three
tracking detectors enclosed in a 1.4 T field, created by a #t&mnadius, 4.8 meter long
super conducting toroidal magnet. The magnetic field B gna&ld along the direction

of the proton beam, bending charged patrticles to curve ia theg) plane with radius

P
R=—"L
qx B

(3.4)

where q is the sign of the electric charge, and B is the stheoigthe magnetic field.

3.3.2 Silicon Vertex Detector (SVX)

Immediately surrounding the beryllium beam pipe is thec8ili Vertex Detector (SVX)
shown in Figure 3.4, which provides coverageligr< 1.9, and has a single hit resolu-
tion per layer of 13um with a 96 % hit efficiency. The 54 cm long SVX encompasses

most of thepp interactions which are centered at z = 0 and have a 30 cm Gaussith.

Silicon does not conduct electricity because there~slaeV potential gap between
its valence band of electrons and its conduction band. Aggthparticle traveling
through 300um thick silicon produces 24,000 electrons, but this sigaainot be dis-
tinguished above th&0® free charge carriers typically being excited from the vaéen
to the conduction band at thermal equilibrium. By substimisome phosphorus for
silicon, extra electrons are added to the conduction bamdjng the silicon “n-type”.
Similarly, substituting boron for silicon removes electsdrom the valence band, mak-

ing the silicon “p-type”. Applying a bias voltage to a jurantiof “n-type” and “p-type”
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silicon creates a depleted region that minimizes the numibfeee electrons being ther-
mally excited from the valence band to the conduction balhalyang a 24,000 electron
signal to be detected.

The basic unit of the SVX is a wafer composed of a junction npstof “p-type”
silicon on an “n-type” silicon substrate. A “ladder” is cooged of three 8.5 cm long
silicon wafers electrically bonded end to end with alumintead-out strips running
parallel to the beam line. Ladders are read out on one sidedgjout chips handling
128 strips (channels) each. A “wedge” is 4 layers of increglgiwider ladders at radii
of 2.861 cm, 4.256 cm, 5.687 cm, and 7.866 cm from the beam dwslve wedges
equally spaced i are mounted onto a barrel running parallel to the beam. Twb 25
cm barrels separated by a 2.15 cm gap at z = 0 compose the S¥¥taletfor a total
of 96 ladders. To minimize data readout of the 46,080 chanielly channels which
register a hit are read out. In this sparse mode, only 5% ofhla@nels are read out on
an average event. The time it takes to read out all twelve e®dgparallel is 2 ms.

Between Run IA and Run IB, the SVX was replaced with an SVXédadr, identical
in structure but incorporating radiation resistant reaaips, and utilizing AC rather
than DC currents.

The SVX provides precise— ¢ tracking and a mechanism for discerning secondary
vertices in the—¢ plane. Combined with the other tracking detectors, the SkOXiples
a measurement with approximately L& resolution of the impact parameter of a track,
which is defined as the distance of closest approach to thepyivertex of an event. A

non-zero impact parameter is a signature of secondarycesriom theé hadron.

3.3.3 Vertex Time Projection Chamber (VTX)

Surrounding the SVX, the Vertex Time Projection Chamber XY provides z vertex

information which distinguishes between vertices from tiplé interactions occurring
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in a single bunch crossing. The VTX extends radially from 8 tom22 cm, and is
comprised lengthwise by eight octagonal modules contgiamequal mixture of argon
and ethane gas. Each module holds 192 sense wires whichdiatiyautward and
serve to collect free charge carriers that are created wharged particles ionize the
gas.

The wire position of the signal gives a radial coordinatel tne timing of the hits at
each wire determines the z position. In events with multipdeks, the VTX provides
the z position of the primary vertex with an uncertainty cfde¢han 1 mm, allowing a
track to be associated with the correct vertex. The 2.8 mtieafythe VTX provides

tracking information forln| < 3.25.

3.3.4 Central Tracking Chamber (CTC)

Beyond the VTX from a radius of 0.3 m out to 1.3 m is the Centnracking Cham-
ber (CTC) which measures the transverse momentum of cha@#dles, using their
curvature inside the 1.4 T magnetic field. The CTC accomnesdd4 layers of sense
wires grouped into nine superlayers running the 3.2 m lenfithe chamber, as shown
in Figure 3.5. Field wires in the chamber generate a 1350 M(ifhfeeld. The super-
layers alternate between “axial”, which run parallel to beam direction and provide
r — ¢ tracking, and “stereo”, which are offset from the beam ayis8band together
with the axial layers can therefore resolve positions inithez plane. Together, these
layers provide 3-D tracking. The superlayers contain a&lisense wires in an argon-
ethane-ethanol gas mixture. Axial cells hold twelve senisesywhile stereo cells have
six. The cells are tilted 45relative to the radial direction to account for the azimutha
direction of drift electrons in the crossed electric and n&g fields. By fitting hits in
the CTC to a helical path, the CTC provides tracking covemage the rangéy| < 1.0,

and gives a transverse momentum resolutiof/®f/ Pr < 0.002 Pr. Combined with
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Central Tracking Vertex Tracking Silicon Vertex Detector
Chamber (CTC) Chamber(VTX) (SVX)
Polar Angle In| < 1.5 In| <3.25 In| < 1.2
Coverage
Inner, Outer 30.9, 132.0 8, 22 2.7,7.9
Radii (cm)
Length (cm) 320 280 26
Layers 60 axial, 24 stereo 24 4
Strip/Wire 10 mm 6.3 mm 6@m (inner 3 layers)
Spacing 55 um (outer layer)
Spatial 200m (r — ¢) 200-500um (r — z) 15 um (r — ¢)
Resolution 4 mmir — z)
Momentum 5PT/PT = 0.002Pr 5PT/PT = 0.001Pr
Resolution
Thickness ~ 0.015X, ~ 0.0045X, ~ 0.035X,
in radiation
lengths (X,)

Table 3.2: Description of the charged particle trackingnahars.

the SVX, this resolution improves &P/ Pr < 0.001 P because of the precision of
the SVX and the increased path length for the measurement.

The parameters of the tracking detectors are summarizedbie 13.2. Charged
particles with energy greater than 350 MeV and neutral gagiescape the magnetic

field in the tracking volume and enter the calorimeters.
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Figure 3.5: Cross-section of the CTC illustrating the ageament of 84 layers of drift
wires into cells within nine superlayers.
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Material Atomic Mass Atomic Density Radiation Absorption
(g/mol) Number (g/cif) Length), (cm) LengthX, (cm)
Aluminum 26.98 13 2.70 8.90 37.2
Iron 55.85 26 7.87 1.76 17.1
Lead 207.19 82 11.35 0.56 18.5

Table 3.3: Absorption properties of materials used in thé-@Btector.

3.4 Calorimetric Detectors

Surrounding the tracking detectors are calorimeters winieasure the deposited energy

of incident electrons, hadrons, and photons by causing themascade into a shower of

lower energy particles.

The calorimeters encompass the beam axis wittsy@nmetry, extending to| <

4.2. They are composed of alternating layers of an absorptiaterial and an active

collection medium. There are two types of calorimetersctedenagnetic (EM) and

hadronic (HA), each with different absorption materials.

Electromagnetic calorimeters mainly measure electraystqons, and photons. When

an electron passes through the dense absorption layerdgeitiected by the electric field

of the atoms in the material, producing bremsstrahlunggisto conserve momentum.

The photons will compton scatter in the medium, and if thetphs have sufficient en-

ergy (> 3 MeV in lead) they will produce electron-positron pairs e tfield of the

nucleus. These three particles travel in almost the saneetidin, and the process of

photon, electron, and positron creation repeats creattageade of particles which first

grows and then diminishes as shower particles lose enelgyelectromagnetic shower

of particles is detected as a signal in the active colleati@dium. Electromagnetic ab-

sorption layers are classified in terms of radiation lengghthe distance over which an

electron loses all but/e of its total energy by bremsstrahlung. With its high nuclear
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charge of +82, lead has aXxy of 0.56 cm, and is used as the absorption material in the
EM calorimeters.

Hadronic calorimeters provide additional material to nuieashe showers of hadrons.
Hadrons mainly shower due to inelastic nuclear collisi@ather than electromagnetic
deflections. These collisions produce additional padicteich as pions. Neutral pions
produced by the showers result in electromagnetic casc&lase the effective target
area of a nuclei is 100,000,000 times smaller than that oftem,ahadronic showers
develop over a longer distance. The hadronic calorimetertharefore located outside
the electromagnetic calorimeters. Hadronic absorptiotenas are classified by their
interaction length\y, the mean free path of a particle before undergoing an imelas-
lision. Iron has a\, of 17.1 cm, compared with 18.5 cm for lead, making it the choic
for the HA calorimeters. A comparison of absorption matsiigshown in Table 3.3.

Both types of calorimeters sample the energy of the randdimtyuating shower,
leading to an uncertainty in the energy measurement. Iireleagnetic cascades, the
primary energy loss mechanism is ionization, which prosida@letectable signal in the
active layers. Hadronic cascades however lose 30% of theident energy through
the breakup of nuclei. Since this does not yield a signalrggneesolution in the HA
calorimeters is worse than in the EM calorimeter.

The active collection layers in the EM and HA calorimetertedea fraction of the
energy produced in the shower by returning a signal progaatito the ionization loss
of shower particles. Two types of active layers are used enGBF detector. Plastic
scintillating counters contain organic molecules whickdree excited by the passage
of charged patrticles, and produce photons. This luminescentransmitted by light
guides, and amplified by a photo-multiplier. Proportionaiicters contain gas-filled
tubes with an electric field created between a high voltagel@nvire in the tube and
copper planes surrounding the tubes. As charged partielestate the tubes, the gas

is ionized, and free electrons are accelerated to the wieatiog an avalanche of sec-
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ondary electrons which are collected and amplified.

To determine the position of incoming particles, the detectre segmented into
towers inp — ¢ space which project to the nominal interaction point. Eaeher has a
constant size ofAn ~ 0.1, resulting in increasingly smaller towers as a functbn.
The extent of the shower, in terms of the number of towers hagtogression of the
shower through the layers, helps distinguish electrongpaietbns from jets.

In addition to measuring the energy and direction of patstiowers, the calorime-
ters also detect a small amount of “minimum ionizing enerygin muons, which are
not easily deflected by the absorption material due to thgirimass and do not produce
showers. Neutrinos do not interact with the CDF detector@baitinferred by summing
the energy deposited as a function¢gofind calculating the transverse missing energy
(F.) and its¢ direction.

The calorimeter is divided into three pseudorapidity ragicCentral (C) withn| <
1.1, Plug (P) with 1.k |n| < 2.4, and Forward (F) with 2.4 || < 4.2.

3.4.1 Central, Plug, and Forward Calorimeters

The central calorimeter is composed of the Central Elecigmetic Calorimeter (CEM),
the Central Hadronic Calorimeter (CHA), and the Wall HadedDalorimeter (WHA).
The collection medium is plastic scintillating counterslystyrene is used in the CEM,
and acrylic is used in the CHA and WHA.

There are 24» wedges of CEM and CHA pointing to r = 0, each covering bb
the circle. Each wedge has ten towers extending in the ztaireand segmented with
An =0.11, as shown in Figure 3.6. This geometry is duplicated atith 24 additional
wedges, for a total EM coverage pf| < 1.1. The WHA calorimeter augments the
coverage of hadronic showers to a rangénpk 1.3.

The Central Electromagnetic Shower Detector (CES) is endxa third of the
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way into the CEM at 5.9X, which is the point of maximum shower development for
50 GeV electrons. The CES is a a proportional strip and wiegrdyer which measures
the transverse profile of the shower in theélirection using anode wires running along
the z-axis, and in the z-direction using radial cathodgstrirhe CES can identify the
position of a 50 GeV electron with 2 mm resolution.

A set of proportional tubes called the Central Preshowee&et (CPR) is located
between the solenoid and the CEM. Electrons typically atewith the solenoid coil
and deposit energy in the CPR, whereas hadrons are muclkkdggd interact, leaving
little or no energy.

The Plug Electromagnetic Calorimeter (PEM) is 34 disk-gldamlternating lay-
ers of lead (PEM) and proportional tube counters. The pludydrac calorimeters
(PHA) contain 20 alternating layers of iron and proportioctdre counters. The For-
ward Calorimeters, FEM and FHA, extend theange to 4.2. At such high, there is
high particle activity and little spatial discriminatiortween nearby jets or electrons.
The plug region is used to find jets, but the forward regionrit/ aised for thelf,
calculation.

The CEM, PEM, FEM, and FHA were calibrated using test-beasutedns to un-
derstand the characteristic particle showers and to medlsearenergy resolution. The
CHA and PHA were calibrated with test-beam pions. The cén#al@rimeter is regu-
larly calibrated with'3”C's sources to check for change in response over time.

The energy resolution, coverage, and segmentation of ffexatit calorimeters is

specified in Table 3.4.

3.5 Muon Detectors

Muons have exactly the same interactions as electrons. Woysnce their mass is 200

times more than that of electrons, their deflection in th@giigon material of calorime-
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System| Range | Segmentation Energy Resolution  Total Thickness
Thickness| Per Layer
(nl) | (An] x |Ag]) (GeV) (cm)
CEM <11 0.11x 15 13.7%Er & 2% 18 X, 0.32
CHA < 0.9 0.11x 15 50%+vEr @ 3% 4.5\ 2.5
WHA | 0.7-13| 0.1x 15 75%Er ® 4% 4.5\ 5.0
PEM | 1.1-2.4| 0.09x 5° 22%/Er ©2% | 18-21X, 0.27
PHA | 1.3-24| 0.09x 5° 106%v/Er @& 6% 5.7 \o 5.0
FEM | 2.2-4.2 0.1x5° 26%\/Er @& 2% 25 X 0.45
FHA | 24-42| 0.1x5° 137%\/Er @ 3% 7.7\ 5.0

Table 3.4: Coverage and energy resolution of the calorintetectors.5 denotes the
direct sum.

ters produces little radiation, and therefore they losegneery slowly when passing
through matter. Muons are identified using arrays of propoal drift tubes located

outside of the calorimeter. To ensure that hadrons whoseesiscextend through the
calorimeter do not reach the muon detectors, 60 cm of abspdieel was added be-
yond the central calorimeter before Run IB. Muons are idiedtby a track in the CTC,

a failure to shower in the calorimeter, and an ionizatiomaign the muon detectors.

The central muon detection system is comprised of the Qeltwan Chambers
(CMU), the Central Muon Upgrade (CMP), and the Central Muategsion (CMX).
The CMU and CMP extend tjg)| < 0.6, and the CMX provides coverage|tp < 1.0.

A CMU chamber contains three modules filled with an argomfegfiethanol gas
mixture. Each module holds four layers of four single-wmegtangular drift cells. The
sense wires are offset mby + 2 mm in alternating layers to remove ambiguity as to
which side of the wire the particle traversed. Each CMU chandovers 12.%5in ¢.
Between Run IA and Run IB, four layers of staggered drift chara called the CMP
were added outside the solenoid return yoke to provide monmoverage and hadron

rejection. The CMU encompasses 85% of the solid angle indgbg®n|n| < 0.6, the
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CMP encompasses 63%; the intersection of CMU and CMP is 53tedfolid angle.
The CMX is two hollow, truncated cones at either end of thedketr in z. Each cone
is composed of two free-standing arches housing eight stagdayers of rectangular
drift tubes. Sandwiching the CMX are the two layers of the t€drMuon Extension
Scintillators (CSX), which serve as timing counters fomtiying muons. The CMX
system covers 71% of the solid angle in the €.6;| < 1.0 region. The Forward Muon
Detector (FMU) covers the region 20 |n| < 3.6 using a toroidal muon spectrometer,

but is not used in this analysis.

3.6 Event Trigger System

3.6.1 Event Rates

The rate of bunch crossings at CDF during Run | was 280 kHzyerye3.5us. In-
elastic scattering event rates are used to determine ttentaseous luminosity, which
determines the number of events expected for predictedigghpsocesses. Inelastic
processes, selected in a data sample at CDF referred to asyium bias”, generate
particles uniformly inp, and therefore mainly at small angles relative to the beas ax
The Beam Beam Counters (BBC) are scintillating detectoesl s count minimum

bias interactions. The BBC covers an angular region betWe&# and 4.47. In this
small region, where 3.2 |n| < 5.9, as many particles are expected in inelastic collisions
as in the entire central and plug sections of the detectoe. BBC counters look for at
least one track on each side of the detector to identify stiglanteractions. Using the
BBC and the VTX, an average of one interaction per beam argssas measured in

Run IA, and three interactions per crossing in Run IB.
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3.6.2 Trigger System

The event rate due to inelastic scattering is nearly 280 kMth each event generating
130 kilobytes of digitized data, this is beyond data hargdapabilities. CDF manages
incoming data by using a trigger system which searches fecip physics processes
while rejecting undesirable events.

This three level trigger system reduces the event rate toappately 5 interesting
events per second, while minimizing “dead-time”, the antafrtime that the detec-
tor does not register new interactions. At each step, ewwetselected which satisfy
increasingly more sophisticated algorithms. The Level d bavel 2 triggers select
events by implementing gate logic with signals receivediftbe detector readout chan-
nels. The Level 3 trigger uses software reconstruction tmsh events.

The Level 1 trigger has no dead-time since its decision tgriess than the bunch-
crossing time. Its decision is based on whether significaetgy is deposited in the
calorimeters, or whether muons are identified in the muomdiess. Trigger towers in
the calorimeter are defined withn| x |A¢| = 0.2 x 15°. Electrons and jets are found
by searching trigger towers for deposited energy aboveestiold. The muon trigger
requires a pair of hits in two parallel muon drift tubes, stimes called a “stub”. Events
with potential neutrinos are selected by searching forgel@r. in the calorimeter. Level
1 reduces the event rate from 280 kHz to 1 kHz.

The Level 2 trigger combines tracking and calorimetry infation to make a deci-
sion in 20us, resulting in a few percent of dead-time. The central fasker (CFT) is
a digital processor that uses hits in the CTC to reconstheP4t of high momentum
tracks with a resolution oAkPT/PT2 =3.5%. Jet candidates are identified by combin-
ing the energy from Level 1 trigger towers with that of itsgtéoring towers. Electron
candidates are found using thg, n, and¢ of trigger towers in conjunction with CTC

track trajectories. Muon candidates are detected by nrajcBiTC tracks with track



51

segments in the CMU, CMP, and CMX. The Level 2 trigger redulbesvent rate from
1 kHz to about 20 to 35 Hz.

The Level 3 trigger is a software reconstruction programiuog on a farm of four
Silicon Graphics processors. The software executes a tmerdiional CTC tracking
algorithm that accounts for 50% of t}%eof a second processing time per event. These
CTC Tracks are matched to energy clusters or muon segmerttgfreducing the event
rate from about 30 Hz to 3-5 Hz for Run IA and almost 8 Hz in RunTBe surviving

events are written to tape for a more comprehensive recanin of the event.
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Chapter 4

tt Event Selection

4.1 Thett Signature

4.1.1 Monte Carlo

We determine the signature @fevents in the CDF detector using a Monte Carlo gener-
ator. To generaté, the Monte Carlo must model its production and decay. Thet®lon
Carlo uses parton distribution functions (Figure 2.5) aaltwated cross-sections for
parton-level production processes (Section 2.3) to deterthe momenta distributions
of the produced and:. Next, thet andt are decayed according to the branching ratios
from Table 3.1 with angular distributions and momenta cstesit with those predicted
by the weak theory.

The two most important kinematic properties are #4lef the particles which deter-
mines the subdetectors that can provide measurementshar¢ which determines
the ability of the trigger and analysis to distinguish progd particles in top decay
from background. Using the Herwig Monte Carlo program [2@8, generate a sample
of 8,000¢¢ lepton+jets events. The distribution of the particles from these decays is

shown in Figure 4.1, with the coverage of the subdetectdrs.phrticles mainly traverse
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the central detectors, allowing us to limit our search wimdmd reduce backgrounds
which produce patrticles at high Shown in Figure 4.2 are the distributions of these
particles. Note that few of the particles hae < 10 GeV.

These distributions do not take into account the effectsuafk) fragmentation and
radiation, nor the ability of the detector to measure thegnand direction of the re-
sulting particles. The selection criteria will finally deykon the efficiency for finding
object in each detector region, and alsotobackground rejection. However, this in-
formation provides us with the subdetectors and energyesingcessary to find the
decay products.

This analysis focuses on the dilepton and lepton+jethannels where we require
a sample of events with at least one highelectron or muon. From this sample, events
with final state neutrinos are selected by requirifag After requiring jets, possibly
with b tags, the't selection is complete. The selection criteria for theseajremove

or “cut” background events.

4.2 ldentifying Electrons in Data

4.2.1 Trigger Electrons

The Level 1 trigger requires electrons to have a CEM clusidr W, > 8 GeV. The
Level 2 trigger imposes electrons to have a CFT traclPpf> 12 GeV pointing to a
CEM cluster ofEr > 16 GeV. Since this cut removes 10% of real electrons, thaa is
additional trigger which requires a CEM cluster of at lee®GeV andF, greater than

20 GeV is used for selecting electrons with neutrinos (&lg+ e + v, events).
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Figure 4.1: The; of generator-level particles from Monte Carlblepton+jets events.
The upper plot is of thé&/*, andiW ~ daughters: lepton, neutrino, quark, and antiquark.
The lower plot is of thé quarks. The arrows denote the extent of coverage for several
subdetectors.
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Figure 4.2: ThePr of generator-level particles from Monte Catldepton+jets events.
The upper plot is of th&l/’*, and¥~ daughters: lepton, neutrino, quark, and antiquark.
The lower plot is of thé quarks.
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4.2.2 Primary Electron Selection

Electron quality cuts remove electrons produced from sgagndecays of hadrons in
jets, photon pair production ef e, and fake electrons. Electrons are required to have
Er > 20 GeV in the CEM to avoid the trigger threshold. The energydighe CEM
cluster is compared to the CTC track momentum (P) of a mattrhel, and candidates
with |E/P| > 1.8 are eliminated since their energy deposits do not likelyie from

the track. As mentioned in Section 3.4, electrons showenna the electromagnetic
calorimeter, whereas hadrons leave a large fraction obgnethe hadronic calorimeter.
To remove hadrongy;,.4/ E.,,, is required to be less than 0.05. The lateral shower profile

variable,L,;,, is required to be consistent with real testbedm,. is defined by

Eobs . Epred
Lgpr = 0. 142 .
\/ 0.14VE)? + 02 ed

where for each tower i adjacent to the central tovigs$f? and 0.14/E are the observed
energy and uncertaintyy”"“* ando? rea Are the predicted energy and uncertainty. The
extrapolation of the CTC track and the shower position in@ES must match within
a few centimeters, both in — ¢ distance Az, and in z distancelz. The profile of
the electron shower shape in the CES is also compared tegestblectrons)(,,,,).
The z position of the electron verteX{..:-.,) must match to z position of the primary
vertex as measured in the VT X {(.,+..). This Z,.,... value also must be within about
2 standard deviations (60 cm) from the nominal interactiom{ The last condition
requires that the energy cluster not be at the boundarieap o the detector, where
there is potential for mismeasurement. These cuts are stirgddn Table 4.1 and
define the tight central electron criteria (TCE).

The efficiency for keeping real electrons with these cutsvéuated using a data

sample ofZ — e™ + ¢~ events. In this sample, one electron satisfies tight electro
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Er > 20 GeV
E/P <18
Ehad/Eem < 0.05
Ly, <0.2
CES requirements :
Axr <1.5cm
Az <3.0cm
X?trip <10
|Zelectron - Zverte:c| <o5cm
|Zverte:c| < 60 cm
Fiducial cuts at boundaries

Table 4.1: Tight Central Electron (TCE) Selection Criteria

requirements. A second electron passing “loose” requingsn@ust combine with the
tight electron to form an invariant mass of between 75 and@@%. This creates a rel-
atively pure sample o¥ events, and therefore a pure sample of secondary electrons.
Since these electrons have not been subjected to the triggeirements or the elec-
tron selection criteria, they can be used to study the effagieof the tight cuts. The
distributions for the second electron are shown in FiguBe #he overall efficiency for
retaining electrons after imposing the cuts in Table 4.11i98 0.7 %.

After these cuts, 30 to 40% of the selected electrons otigiftam “photon conver-
sions”, collisions between photons and detector mategmulting in electron-positron
pairs. These conversions are not interesting to most agglysd can be eliminated.
Since conversion electrons are tangential to each othavibubpposite sign curvature,
tracks which are closer than 0.2 cmain- y space when they are parallel or closer in
0 than|Acot 0] = 0.06 are removed. Any track that does not extrapolate fallgugh
the VTX is considered a conversion. Finally, the invariarassh of the electron track
with any other CTC track must be greater than 0.5 GeV sincégplsare massless. The

overall efficiency for keeping electrons after conversiemoval is 88t 4%.



58

Distributions of second electron in Z decay
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Figure 4.3: Distributions of loose second electron fram— et + ¢~ sample. The
value of the tight electron cuts are denoted with an arroslicating the fraction of real
electrons kept for the given cut.
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Variable | TCE requirement LCE requirement
E/P <18 <4.0

Ehad/ Eem < 0.05 < 0.055 +0-045x8
Xﬁmp <10 no requirement

Table 4.2: Cuts different between tight central electrdrfSK) and loose central elec-
trons (LCE).

4.2.3 Secondary Electron Selection

In ¢t dilepton events, an additional lepton is required. To iaseeelectron detection
efficiency, the second electron is subjected to loose daziretron (LCE) criteria which
balance the gain it efficiency against the loss in purity of the sample.

To select an LCE, thé’/P cut, Ey.q/Eern, and Xﬁmp requirements are loosened.
Table 4.2 outlines the difference between the TCE and LC&selw The efficiency of
the LCE requirements is determined frdfm— e* + e~ events to be 89.# 0.005 %.

4.3 ldentifying Muons in Data

4.3.1 Trigger Muons

The Level 2 muon trigger accepts events with a CTC trackpf> 12 GeV pointing

to a Level 1 muon chamber stub. Since there are more muonsepassing the Level

2 trigger than can be handled by the data acquisition systepnescale procedure is
applied which keeps only a specified fraction of events. Tevent top events from
being lost, an additional trigger keeps high muon events if there is a calorimeter
cluster withEr > 15 GeV matching the CTC track, a possible signature for tha-se
leptonic decay of & hadron. Muons which pass through only the CMP (called “CMP-
only” as distinguished from “CMU-only” and the intersegtiof both “CMUP”) are also
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kept for events with two additional jets and at least 35 GeV af

4.3.2 Primary Muon Selection

Quality cuts are applied to the muon candidates to removeohadand cosmic ray
muons. The cuts ensure that the CTC track, calorimeter gmgosit and muon stub
are aligned. The first cut, motivated by Figure 4.2, is thaimegnent that a CTC track
must havePr > 20 GeV, after refitting the track to pass through the caledlddeam
position (a “beam-constrained” track). This track shoukbaextrapolate to its muon
stubs, to withing a few centimeters in the— ¢ plane,|[AX|. The |AX|cnx and
|AX|carp requirements are looser thafh X| o, due to the multiple scattering from
additional detector material. The muon should only depasitmall amount of energy
in the calorimeters, and therefore the electromagnetichaidonic calorimeter energy
deposits f.,, and E},,4;) must be small but non-negligible. The impact parameter of a
track, d,, is defined as the distance between the extrapolated tratkharbeam line.
Cosmic ray backgrounds are reduced by requidntp be less than a few millimeters,
and the z position at the beam lig,,.,, to be close to the z position of the vertex
Zertez- The Z,erie. Should also be located near the nominal interaction poiné duts
are outlined in detail in Table 4.3.

The efficiency of the tight muon cuts is determined using theoad muon in a
sample ofZ — u* + u~ events. This sample is extremely pure; only one of 2500
dimuon events selected prior to a 75 Ge\VM,, < 105 GeV cut has same-sign muons.
The second muon is required to hae > 20 GeV to remove any’r dependence from
the efficiency calculation. The efficiency for the combinetiaf cuts is 91.4t 1.0% for
CMX muons, 90+ 2% for CMU-only muons, 88- 2% for CMP-only muons, and 93.6
+ 0.7% for CMUP muons. Figure 4.4 shows the distributions tdcteon variables for

the second muon in th8 — ™ + x~ sample. Tight muons in thg dilepton sample
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For Pr > 20 GeVI/c
Track-Stub Matching :
|AX|CMU <2.0cm
OR
‘AX‘CMP <5.0cm
OR
|AX|CMX <5.0cm
E.,, energy in towek 2.0 GeV
Erq.q €nergy in towek 6.0 GeV
Eheq + E.,, €nergy in tower- 0.1 GeV
Impact Parameter 3 mm
|Zmuon - Zverte:c‘ <o5cm
|Zverte:c| < 60 cm

Table 4.3: Tight muon selection criteria.

are required to be CMUP, CMP-only, CMU-only, or CMX as defimdbve.

4.3.3 Secondary Muon Selection

For ¢t dilepton events, the efficiency is increased by requirinditeamhal muons in the
event to satisfy somewhat looser criteria.

Central minimum ionizing muons (CMI) are added to the loosgomselection.
These muon candidates do not pass through the fiducial vadithe muon chambers,
and therefore satisfy all of the tight muon criteria excéyet tequirement of matching a
muon stub in the CMX. To reduce fakes, CMI muons are requivdzetwell separated
from surrounding tracks and energy deposits. To quantify, thhe variabled,.,; and

Li,qcr are defined as
E%one _ ET

]cal -
muon
PT

(4.1)
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Distributions of second muon in Z decay
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Figure 4.4: Distributions of the loose second muon fromZhe> u* + 1~ sample. The
value of tight muon cuts are denoted with an arrow, indicgtine fraction of real muons
kept for the given cut.
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Type of| TCM requirement| LCM requirement
Track-Stub Matching :
CMU | |AX|cmu i 2.0cm| No |AX]| requirement
CMP | |AX|cmp i5.0cm| No |AX]| requirement
CMX | |[AX|camx i5.0cm Not defined
CMI Not defined Teat, Iipaer < 0.1

Table 4.4: Differences between tight central muons (TCMJ) lose central muons
(LCM).

and
PJQOH@ _ ijuon

muon
s T

(4.2)

Itrack: =

whereE$ is the sum of all transverse energy in a cone of radilis= \/A¢* + An?

= 0.4 centered around the muad?’"¢ is the transverse sum of all track momenta in the
cone, B is the transverse energy in the muon tower, &y" is the Pr of the muon
refit using ther — ¢ of the beam position. Botlh.,; and /... are required to be less
than 0.1 for CMI muons. The efficiency for CMI muons frafn— p* + p~ data where
the first muon is a TCM is found to be 91460.012. The differences between LCM’s
and TCM’s for the dilepton sample are outlined in Table 4 .HAe @istributions for these

criteria are shown in Figure 4.5.

4.4 ldentifying W Bosons

Further criteria are demanded for events to be consistentiWidecay. The electron or
muon must be well separated from jets to remove events witlohes originating from
semi-leptonid decays. Events with an additional lepton consistent With> ™ + ¢~
are removed. Alsd{, is required to indicate the presence of a neutrino.

The separation of leptons from other jet activity is donegshe isolation variable,
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Distributions of CMI in Z decay
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Figure 4.5: Distributions of the loose second muon fiém- 1™ + 1~ sample. In this
case, the second muon is a CMI. The value of CMI cuts are dénata a dotted line,
indicating the fraction of real muons kept for the given cut.
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Electron Cuts:
E, > 10 GeV
Ehad/Eem <0.12
Isolation < 0.2
E/p < 2.0 (ifin CEM)

Muon Cuts:
P, > 10 GeV/c

If associated with a stub
E.,, energy in towek 5.0 GeV
Ejq.q €nergy in towek: 10.0 GeV
|AX |emu.emporemx <5.0cCm
Isolation < 0.1

If no stub
E.,, energy in towek 2.0 GeV
Ejq.q €nergy in towek 6.0 GeV
In| < 1.1
Isolation < 0.2

Table 4.5: Loose lepton quality cuts applied to the seconligoton to remove events
consistent withZ boson decays.

1. For muongdl.; is defined by Equation 4.1. For electrons :

cone

Ical = Eele
T

(4.3)

where E$°"¢ is the transverse energy in a cone of radtB = 0.4 centered around the
electron, andvr is its transverse energy. Primary electrons and muons raust’h,; <
0.1 to be considered for tH& sample.

To create a pure sample Bf eventsZ — et + e~ andZ — p* 4+ u— events must
be removed. After identifying an isolated lepton, a loosedaéeriteria are applied to
any additional lepton candidates in the event to classiéyrttas aZ boson and reject
them from thel” sample. These cuts are defined in Table 4.5.

Neutrinos do not interact with the detector, so their presés inferred througit...
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K. is calculated by first taking the vector sum of all the toweithin < 3.6. Next,
the Pr of tight and loose muons witkr > 10 GeV is added in, since their energy was
not deposited in the detector. Requiridg > 20 GeV is 83.0+ 0.1 % efficient fortt
events.

After the isolation requiremeng removal, and?,. cut, there are 38602 muon events,
and 57,675 electron events of quality data, coming from tams” where there are no
known detector problems.

To establish the remaining events contain real Ws, a measunteof thell mass
from these events should agree with the accepted value. dsprdetermination of the
z-axis component of the missing energy cannot be magg @vents due to uncertainty
in the z component of the initial partons in the initeractidmstead, a transverse mass

M7 is computed:

Mz = \/(‘P:lfep‘ + ET)2 - (P;ep + E_;)2 (4.4)

where Pr is measured from the track momentum for muons, and from theiceeter
energy deposit for electrons. This is plotted in Figure @6Hoth the electron and
muon events. As is expected, there is a peak at about 80 Gedatimdy thell” mass.
The asymmetric shape is a smeared Jacobian peak due to thi@grasmomentum
component. A complete study of thié sample provides a measurement oftiidoson
mass;My, = 80.433+ 0.079 GeV. This agrees with the world average as of March 2003
of My, = 80.4254+ 0.038 GeV. Note that currently, the CDF Rufi1 mass is the third

most precise out of six measurements used to compute thid tegrmass.

4.5 ldentifying Jets

The energy deposited in both the EM and HAD calorimeter tewgthin a cone size of

AR of 0.4 is used to determine jet energy E. Combined with thatlon of the primary
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Figure 4.6: Transverse mass of the leptBn, andl, vectors for the W sample. The
figure on the left is for electrons, and on the right is for msion

vertex and the location of the center of the jet cone ftloéthe jet can be determined.
Jets in the plug calorimeter region are included to impraxeeptance off events. A
“tight jet” is defined as a jet withE; > 10 GeV and|n| < 2.0. “Loose jets” must
have £ > 8 GeV, and|n| < 2.0. For dilepton events, two tight jets are required. For
lepton+jets events, only three tight jets and a fourth Igesare required. This improves
acceptance without adding significant background. Becafiget fragmentation and
gluon radiation, there is a strong likelihood of extra jetdoth types oft events, and

these events are not rejected.

45.1 B Jet Selection Criteria

In dilepton events, the two highest- jets in the event are assumed tolbets. Any
additional jets from gluon radiation are typically lowereegy.
For lepton+jets events, there are at least four jets, onbydfwvhich are reab jets.

The main background to lepton+jets isiV +jets, in which the jets have only about a
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1% probability of being & jet. Therefore, identifying at least orgjet in the event
greatly reduces this background.

The method used for identifyinfgjets in this analysis is called the secondary-vertex
(SECVTX) algorithm. The lifetime of th&is about 1.5 ps. Since tlhaypically has aPr
of 65 GeV (see Figure 4.2) and a typiéahadron mass of 5 GeV, the relativistic boost
v = E/m causes thé to travel about 5 mm in the radial direction before decaying
into charged tracks creating a secondary vertex. Since e dgtector can resolve
displaced vertices to roughly 130m, it can be used to identiflyjets. Figure 4.7 is an
illustration of such a vertex showing the impact parameigror distance in- — ¢ of
closest approach of a track to the primary vertex. The sigimgglacementL,,, is useful
for determining fake rates of tlbetagging algorithm, since i, were negative, it would
indicate that the secondary vertex occured before the pyingatex, and therefore is not
likely a realb-jet.

The primary vertex is found using a weighted fit of tiposition of the vertex given
by the VTX detector, and the SVX tracks not consistent witleeosdary vertex. In
events with multiple interactions, the primary vertex ifiied as the one with the largest
scalar sum of transverse momentum of its associated trablesbeam is not completely
parallel and coaxial with the CDF z-axis. The slope was foianide about 5:m/cm in
the transverse direction with an uncertainty ofith/cm. The displacement between
the beam axis and the detector axis varied by as much as 2 menb&m locations
were measured on a run-by-run basis and found with accgrati@.4 ym/cm for the
slope and 1Qum for the displacement. The overall uncertainty in the deieation of
the primary vertex for one event in the transverse directaorges from 6 to 3gum
depending on the number of tracks and the event topology.

Secondary vertices are found by looping over tracks, cafing their impact param-
eter, and determining whether they are in the proximity teta Pisplaced tracks are

required to havédy| /o4, < 3, whereo,, is the uncertainty on thé, measurement. The
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Figure 4.7: Diagram of secondary vertex resulting fromreadron decay. Each track
originating from the secondary vertex has an impact param&t
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tracks must match a jet with > 15 GeV andn| < 2.0 to within 35° in the transverse
plane. If two such tracks exist for a given jet, the vertexafirtkd to be displaced.
67% of ¢t events have at least omget in the fiducial range of the SVX detector.

The efficiency for tagging at least one b-jettirevents is measured to be 393%.
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Chapter 5

Search for V+A in Top Decay

5.1 Motivation

The ability of physics to characterize properties of natumd the universe is often re-
lated to the understanding of a symmetry. Conservation efggn momentum, and an-
gular momentum are all associated with symmetries and altotw predict the behavior
of particles in certain situations.

Asymmetries in the universe are particularly worthy of stufihe weak force vio-
lates the symmetries of Parity (P), Charge (C), and TimeQ@Uy).current understanding
of the Standard Model is that nature seems to have arbjtrenibsen the weak force
carrier to couple to left-handed matter. This is highly dis$ging, yet may have paved
the way for our universe, consisting of matter, to exist.

The top quark is also an oddity of nature. Its high measuressmeeans that unlike
all other quarks, it decays before hadronizing passingpits imformation to its decay

products. Also, unlike other quarks, it can decay to a ¥éadoson.
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The heavy top mass leads to a Yukawa coupling to the Higgsdfeld
g(top) = V2 - 174.3 GeV /246 GeV = 1.00. (5.1)

This means that the top quark has the only large coupling thighHiggs field, and
is the factor which dominates many higher order calculatimnpredicted low energy
phenomenon. “From an Electroweak Symmetry Breaking pdimtew, top is the only
natural quark” [11].

Because of its close relationship with the Higgs field, itfieio argued that the top
guark may play a unique non-Standard Model role in electabvgymmetry breaking.
This has led to a wide development of extensions to the Sterdadel.

Top-condensate models argue that similar to a condens&eayer Pairs forming
in a super conductor giving rise to a photon mass, top-gnpitors may form a conden-
sate, giving rise to the masses of fie", W, andZ. This condensate would then be
the Higgs particle [12]. Another model introduces a chargealar called a top-pion,
which in contrast to thél boson, couples only to the right-handed top quark [13].
There are also extended standard models with a $i8W2)r gauge group and mir-
ror fermions that cause anomalous right-handed weak aoygpbf the top and bottom
quarks [14]. It is certainly an appealing solution to therametry of SU(2), X U(1)
to assume that is merely part of a bigger group with rightdeaihcouplings as well:
SU(2), X SU(2)g X U(1). The beautiful mirror theory predicts a non-standard fourt
generation with unbiased weak interactions may impactithieelicity in top quark de-
cays since the predicted fourth generation particles wi with the top quark. Also
if this new fourth generation particle has a mass sufficyesithilar to the top quark, it
may contaminate the top event sample causing the propeftilee top quark, including
W helicity, to be mismeasured [15].

V+A admixtures with a mirror fermionX’ may grow with quark mass with terms
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like \/m therefore providing the largest mixing with the top quark.

Indirect limits of right-handed — b currents have been assigned using the process
b — s + 7, which proceeds vi&l’” emission to a top quark followed By absorption
to a strange quark, thereby sensitive to thié” vertex. These limits are stringent, but
scenarios can be envisaged where other contributidnste -+~ lead to an invalidation
of these bounds [16].

It is necessary to check the chirality of thél” decay current directly to validate or
invalidate the Standard Model expectations of top. It isd¢fae the topic of this thesis
to verify that the electroweak coupling of the top quark istandard V-A coupling
predicted by electroweak theory in the context of searcfong V+A component to the

coupling.
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5.2 Introduction to Analysis

The electroweak coupling of the top quark can be studiechaalecay of the top quark
to al¥ boson and quark.

The spin onéV has three possible spin orientations: +1, O, or -1. Thisd¢adhree
W helicities (dot product of spin and momentum) : &t it is right-handed when the
spin is in line with the momentum, left-handed when it is atigned, and longitudinal

when it it perpendicular to the momentum. The handednegsaesite for thal —.

—1 left — handed, right — handed
Hy+w-=J- P=:0 longitudinal
+1 right — handed, le ft — handed

The helicity of thelV is reflected in the different angular distributions of thptén
coming fromW decay. For théV™ — [T 4 v, the lepton will tend to decay in the
direction of thelV spin. ForlW~ — [~ + v, the lepton will tend to decay in the opposite
direction. The measurement@f helicity int— [ + v + b is often done in terms of the
cosine ofyf [17], the angle between the lepton in thérest frame and the boost vector
from the top to théV rest frame (Figure 5.1).

LongitudinalW's produce a symmetric distribution abaut ;. Left-handed/V's
have their spin anti-aligned with the momentum, causingeb&on to decay opposite
the W momentum, with a peak abs ¢} = -1, in the b quark direction. Right-handed
W's give leptons an extra kick in the direction of tHé momentum, causing them to
point in the opposite direction of thequark,cos ¢ = +1 (Figure 5.2).

A measurement of the anglg requires a knowledge of the top ald rest frames,
which are difficult to obtain because of the uncertainty ia treutrino direction. In
dilepton events, two neutrinos means that these refereacet are even more difficult

to obtain.
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top rest frame /
b—@®

Figure 5.1: The angle;

This analysis exploits the relationship between the afigland thel — b invariant
mass combination:
MPy = 1/2- (M7 — Miy)(1 + cosyy) (5.2)

M}, = (P, + B,)? (Figure 5.3) is invariant under boost and since it is a dineeasure
of the cos ¢} distribution, it can be used to determine the relative propos of left-
handed, right-handed, and longitudimék in top data.

V-A theory predicts the probability of eadV helicity distribution in top decay.
Because of the large top mass relative to lthie 70% of IW's will be polarized in the
longitudinal direction according to:

Mg /My,

o G ) 53

for M; = 174.3 GeV and/fy;; = 80.4 GeV. Due to maximal parity violation in the weak
interaction, the remaining 30% &Fs must be either right-handed or left-handed. Since
nature is biased so that thE* (1/~) couples to left-handed (right-handed) matter, this
30% is left-handed (right-handed) (Figure 5.4).

If there were right-handed decays, it would not decreasétéueching ratio to lon-
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Angular distributions for W helicity states
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Figure 5.2: The longitudinal helicity distribution is synetnic, while the left-handed and
right-handed distributions peak asymmetrically. Foranse,cos ) = -1 corresponds
to the lepton from thél” decaying in the same direction as thguark.
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M (1+b)

Figure 5.3:M2, = 1/2 - (M3 — M%) (1 + cosyy)

gitudinal W's, it would instead decrease the branching ratio to lefdedi’s. If the
asymmetry of the weak theory were instead right-handed, A Mteraction, thell/
helicity would stay 70% longitudinal, and the remainingtpor would be right-handed.
For a very nice calculation of the helicity amplitudes sdenence [18].

This analysis compares the data from leptonic decays of t@wkg produced in
tt pairs to MC distributions representing V-A and V+A theoriesorder to extract a
measurement for the fraction @i’ couplings which exhibit a V+A interactiorfy ;. 4.

In terms of the branching ratidsto right-handed and left-handés,

't — WEHb)
t — WEHb) +T(t — W;Hb)

Jvia= I (5.4)

Theoretical distributions a#/? , are shown in Figure 5.5. The reason for the different
M}, distributions can be understood in termsygf A 30% right-handed, as opposed

to left-handed, coupling causes there to be more eventsevtherlepton boost in the
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Relative contributions to SM angular distribution
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Figure 5.4:1 helicity distributions from top decay. The longitudinalnsponent is the
largest at 70%. The left-handed coupling causes an asyminettne Standard Model
distribution. The right-handed component is non-zero wherh mass is considered.
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W rest frame is in the same direction as tiemomentum in the lab. This results in a
higher invariant — b invariant mass (Figure 5.6).

With detector acceptance effects, these distributionschiinge slightly. For in-
stance, since the lepton must be outside of the cone of ththgetistribution will be
cut off at small angles between the lepton anditfet, leading to reduced contributions
at low M?,. This affects the V-A distribution since it peaks at I8, ,, but does not
reduce the sensitivity for finding V+A since the V+A? , distribution peaks higher.

The interference between identical final states of V+A andl ig-not considered in
this analysis, as is the case when the b mass is neglected in matrix element calcu-
lations. With nob mass, the chirality and helicity would be the same, and thendd
be no interference between V+A and V-A. The largest effeid tould have is if the
non-standard theory being searched for contained equplings of V+A and V-A for
thetbV vertex. In this case, leading interference terms of therosfléthe mass of the
b quark divided by its energy would enter in to the matrix elatr@lculation, of order
approximately 6%. This 6% is an estimate of how much of theimatement is being
failed to be calculated by ignoring the interference effeas is the case when using
calculating the V+A and V-A amplitudes separately. The 6%noverestimate since it
considers the maximal case of equal V-A and V+A componenis adso since the ac-
tual effect of this interference on the relative polariaat of thel’” bosons is expected
to be smaller. For pure V-A theory, the interference terminsost zero, since there is
only a tiny right-handed component from thenass with contribution on the order of
M2 /M?. Since a<6% effect, pales in comparison with the statistical andesysttic
effects in this analysis, this effect can safely be ignobedi may need to be revisited for
Run Il if statistical and systematic uncertainty reachésltvel of precision. [19]

fv+a will be a value from zero to one, and is not the samefag, the fraction
of right-handediV's. These two are related simply by, 1 = fru/(1-fo). fru has
been previously measured at CDF tofag; = 0.11+ 0.15 (stat. 1 0.06 (sys.) [20]. In
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Mass distributions for correct lepton b pairing\

T
) 450
i :
- 400E
:f 350
8 300F
C
~ 250k
o
T 200f
2 150 F
5 -
—~ 100}
Z 5o
U B

| | | |
0 5000 10000 15000 20000

2 2
M,, Gev

Figure 5.5: The theoretical distributions for the correaitings of /2, comparing V-A
and V+A. Since the V+A sample peaks higher, this can be usdbtoiminate between
the two theories.
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top rest frame
b—@® / V+A

Figure 5.6: The left-handed coupling of V-A, compared torilgat-handed coupling of
V+A, leads to a lowen\/? , distribution for V-A than V+A.

terms of V+A, this corresponds -, 4 = 0.374+ 0.50 (stat. )}t 0.2 (sys.). This previous
analysis uses the difference in leptBa spectrum between lowét left-handediV's
verses highePr right-handedV's. The leptorPt technique has the benefit of being
dependent only on the well-measured lepibn allowing multiplett lepton+jets and
dilepton samples to be used, without regard to matchingehtoh to thef or ¢, and
without the uncertainties associated with reconstrudtilegets in the event. As will be
shown later, the latter is not significant, since systematicertainties associated with
jet energy scale are anti-correlated with top mass uncgigaj and so jet energy scale
uncertainties largely cancel out in thié? , analysis. The main advantage of th&,,
analysis is that it is reference frame invariant, and sihtakes into account the tdpr,
it is more sensitive taos 1} than the lepto® method.

Indirect limits of right-handed top decay from analyzing- s+~ data from CLEO
are strong, limiting the contribution to less than a few petd16]. However, there

is an assumption that the top-quark loop, rather than newipfygives the dominant
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contribution to the process. A direct method for measurir@ s ¢ distribution and

therefore determining the nature of thél” vertex is still the only definitive answer.



83

5.3 Analysis Method

5.3.1 Pairing Lepton with B Jet

This analysis seeks to measug, , in thett dilepton and lepton+jets channels.

The calculation ofA/?, is complicated by lack of knowledge about which is the
correct jet to match with the lepton in the event. Even whemjits in the event can be
identified a9 jets, there is still an ambiguity about which one belongithie lepton.

Only correct pairings of leptons artd are sensitive toos 7. Incorrect pairings
produce a different distribution, with a large tail beyore tphysical limit from top
decay of M7, < (M? — M3,) (Figure 5.7).

Kinematic fitting to determine the corrdet b pairing from top decay was considered
but since thel/?, , distributions are different between V+A and V-A, fit methadsuld
be biased toward solutions which favored more V-A like disitions. Comparison
of sensitivity was done with pseudo-experiments betwedy arrrect pairings and all
pairings, and the result of including correct pairings wesslthan a 10% decrease in
statistical uncertainty. Some of this gain is probably du¢he fact that when events
were deemed correctly paired to generator level partons ettiminated much of the
effect of initial and final state gluon radiation in these rege Therefore, we decided
against using kinematic constraints to discriminate ainpairings in this analysis.

Tagging the charge dfjets by doing &+ weighted sum of the track charges within
the jet was also considered, and is unbiased to event kinesn&ince the ability of this
technique to discriminate betwegandb is small, and not well measured due to limited
statistics in the data, it was not utilized, but may be usefthh more statistics in Run II.

Every lepton and pairing in the event is considered in this analysis. The iposs
ble pairings for each lepton are correlated since when omssilple lepton pairing is

unphysical, the other is more likely to be physical. Thissadtbre information than
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M* M?

Figure 5.7: TheM/?, distribution for correct (a) and incorrect (b) pairings lbétepton
and theb with V-A Herwig generator-level information. The line ddre the cut off
from the kinematics of top decay. The last bin is for overflo@rds.

taking the pairings all independently, so wherever poedifed possible lepton pairings
are considered simultaneously in the fit.

Depending on the type aof event, several techniques are used to maximize the
sensitivity to correct pairings.

For dileptontt events, the two leptons are paired with the highest two ctedd
jets. For each lepton, there are two possible pairings, bwéich is likely to be correct
(barring possibilities of extra jets in the event from gluanliation), and one which is
a mismatch to theé jet of the opposite charged top in the event. A 2-D distritnuti
can be made plotting/?,, vs. M7, for each lepton: 2 entries per event. Instead
of removing incorrect pairings, this approach uses theetation between correct and
incorrect pairings to gain more information. For instari€®pth the incorrect pairing
and correct pairing were both high M7 ,, the event would have a greater weight for
being right-handed than if only one pairing was high\ifi, ,.

For lepton+jets events, a sub-sample is chosen in whichtebere jets that pass the
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SECVTX b-tag criteria outlined in Section 4.5.1. Since the jetstar&gged rather than
chosen by assumption of highést jets as in the dilepton case, one would expect these
samples to be more correctly paired than in the dilepton.cdses lepton+jets sub-
sample is divided into events with a sindl¢agged jet and events with twetagged
jets. In the double tagged sample, the situation is similainat in the dilepton sample:
for each lepton, there is a correct and an incorrect pairifige M7, values in this
sub-sample can be arranged in a 2-D distribution®f,, vs. M7, ,, demonstrating the
possible pairings for the lepton.

For the single-tagged sample, there is only one lepton aerd ¢gat, and therefore
only one possible pairing, thus this pairing will be correnty half the time. With only

oneb jet and one lepton, a 1-D distribution 82 , must be used.
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5.4 Event Selection Summary

Thett samples chosen for this analysis are chosen with the CDF Rlilepiton criteria
[21], and the CDF Run | top mass sample for SVX single-taggeldsy/X double tagged
events [22]. Thet samples used in this analysis were chosen to contain lowgbaickd
fractions in order to minimize dependence on the ability afrité Carlo generators to
produce the correct jet distributions, as well as to imprsigeal to background. These
samples minimize combinatorics because the b jets arecaipidentified by tagging or
by the absence of light quark jets from W decay. Also, sineg trave been well studied
in Run 1, the backgrounds are well understood, as well as ¢oegsary systematics.
A more complete description of the electron, muon, and jeniification variables is

described in Chapter 4.
¢ Dilepton selection criteria

— Event selection

x A high Pr electron

x An oppositely charged higk; muon

x 2 highEr jets

x Large MissingEr

x Conversion electrons and cosmic ray contamination removed
— Electron and muon selection

* Pp > 20 GeV

x |n| < 1.0

« Track and calorimeter isolation 0.1

— Jet selection

x measuredr > 10 GeV



x |n| < 2.0
— K. selection

x K. > 25 GeV
x if Ap(Er,lor j) < 20°, thenF, > 50 GeV

e SVX single tagged selection criteria

— Event selection

*

A good quality highE+(Pr) electron or muon

*

Four highE+ jets
LargeE,

*

*

Conversion electrons and cosmic ray contamination removed
— Electron and muon selection
x Ep > 20 GeV
x |n| < 1.0
« Track and calorimeter isolation 0.1
— Jet selection
« Three jetdir > 15 GeV,|n| < 2.0
x Fourth jetEr > 8 GeV,|n| < 2.4
x One jetis SECVTX tagged
— ¥, selection
x Bp > 20 GeV
— Other contamination removed
x Candidate dilepton events (defined above) removed

x Zremoval of 75< M+ - < 105
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* Mass reconstruction goodness-offit, < 10.0
e SVX double tagged selection criteria

— Event selection

*

A good quality highE+(Pr) electron or muon

*

Four highE jets
LargeE,

*

*

Conversion electrons and cosmic ray contamination removed
— Electron and muon selection
*x Et > 20 GeV
x |n| < 1.0
« Track and calorimeter isolation 0.1
— Jet selection
x Three jetdir > 15 GeV,|n| < 2.0
x Fourth jetEr > 8 GeV,|n| < 2.4
x Two jets are SECVTX tagged
— ¥, selection
* B > 20 GeV
— Other contamination removed
x Candidate dilepton events (defined above) removed
* Z removal of 75< M.+.—ryt,- < 105

* Mass reconstruction goodness-ofit, < 10.0

88
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5.5 Signal Modeling

Since no prior data set had uncovered the top quark prior tolRtithe Tevatron, there
were no experimental measurements of the top quark on whictette templates for
the M, distributions intt events. Additionally, the V+A model is non-standard, and
isn't predicted to exist in nature. Therefore, it is necegsa simulate these samples in
the CDF detector to determine their shapes. Monte Carload & this purpose, as
was used to sketch thésignature in the detector in Section 4.1.1.

To generate thet Monte Carlo, Herwig 6.2.0 [23] was used in association with a
CDF tool which allows one to specify the relative left-hadgdeght-handed, and longitu-
dinal W helicity fractions used in top decay. For the V-A sample,ifiie (W ~) bosons
were set to have a relative contribution of 70% longitudarad 30% left-handed (right-
handed) angular distributions. For the V+A sample, tie (17 ~) bosons were set
to have a relative contribution of 70% longitudinal and 30&ht-handed (left-handed)
angular distributions.

Events were then inputinto the CDF Fast Detector Simulg@ifl.) software which
simulates the signals the detector would read out. The segathen fully reconstructed
to translate these signals into energy, momenta, and @ositThe information from
each detector is linked together to form candidate phydigscts, which then must pass
the trigger simulation. Finally, many corrected quansiteee calculated, such as the
K. refit with corrected jet energies and muon momenta. Primadysecondary ver-
tices are reconstructed, and tracks are fit with all avaelabhstraints. This simulation
software is finely tuned to output the same detector respmmteat of real data. Recon-
structed Monte Carlo is only as good as its ability to repneslata, and so the process
of obtaining agreement between reconstructed Monte Cador@constructed data is
painstaking.

Herwig ¢t Monte Carlo events were fully reconstructed and subjeaidti¢é same
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selection criteria as the data. After event selection;tldepton and lepton+jets Monte
Carlo samples had on the order of 50,000 events each, regpresa significant wealth
of statistics.

Non-overlapping sets of these distributions were used @ugs-experiments and
compared to independent templates to determine the &talistror of the Monte Carlo

distributions in terms of the measurementfof,_ 4 to be 0.01.

5.6 Background Modeling

The event selection criteria was chosen to have a small baigikd contribution. The
background samples also tend to have the peak offhg distribution well separated

from the signal region of V+A and V-Atf.

5.6.1 Dilepton Backgrounds

The background types and expected contribution was detedhfrom published CDF
Run | top dilepton analyses to determine the top mass [21¢ mkin background for
the dileptone — i sample isZ — 7+ + 7—, where oner decays to an electron and
oner decays to a muon. Other backgrounds Bf&¢1/~ where onél} decays to an
electron, and one decays to a muon, and the fake lepton aokgjkvhich comes from
W-+jets events where one of the jets fakes an electron. Zhe: 7" + 7~ sample
was generated using Pythia Monte Carlo [24] and el — samples were created
from ISAJET Monte Carlo [25]. The Fake lepton background wesated by using
VECBOS [26] Monte Carlo to create a W+jets sample, where tgbdstE jet was
purposely misidentified as the lepton. Th&,, background distribution normalized to
the contribution in the data for the event selection outliseshow in Figure 5.8, and can

be compared to thg V-A (Figure 5.9) and V+A (Figure 5.10) distributions. Forcha
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distribution, there are two entries per event. One entrip@s\t? ., vs. M3, where
the b jets are chosen Wy ordering. The other entry is for the second lepfdf .
vs. Mp.,,. The b jets ar&r-ordered in all distributions, and therefore the distribos

have a higher peak on the x axis where the b jet has higher

5.6.2 SVX Single-Tagged Backgrounds

There are many backgrounds considered for the SVX singbethgample, including
W andZ processes with extra jets, di-boson production, and siiogleFor a complete
list, see [22]. It was decided in top mass analyses based dae¥s that with reasonable
certainty, W +jets background could represent the shape of the othegbawkds and
therefore is used here as the only background for the SVXesitagigged sample. The
W +jets background is, however, normalized to the total ¢oation of all thelV +jets
backgrounds for this analysis. The? , background distribution normalized to the
contribution in the data for the event selection outlineshiew in Figure 5.11 compared
to thett V-A (Figure 5.12) and V+A (Figure 5.13) distributions. Tleedistributions are

one dimensional since the only entrylif? . , ;.

5.6.3 SVX Double-Tagged Backgrounds

Requiring two SVX tagged jets greatly reduces the backgtaarthis sample. The
background is very small, and the only non-negligible parhes fromiV +jets produc-
tion [22]. TheM?,, background distribution normalized to the contributioritie data
for the event selection outlined is show in Figure 5.14 comgao thett V-A (Figure
5.15) and V+A (Figure 5.16) distributions. For each disttibn, there is one entry per

event: M7, vs. Mj ., where theé-tagged jets are chosen By ordering.
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Figure 5.8: Background template for Dilepton tagged sar(ipd® entries per event).
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Figure 5.9: Standard Modél template for Dilepton sample (Two entries per event).
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Figure 5.10: V+Ait template for Dilepton sample (Two entries per event).
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Backgrounds Mean = 1.082e+04
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Figure 5.11: Background template for SVX single tagged darf@®ne entry per event).
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Mean = 1.298e+04
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Figure 5.12: Standard Modél template for SVX single tagged sample (One entry per
event).
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Figure 5.13: V+Ait template for SVX single tagged sample (One entry per event).
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Figure 5.14: Background template for SVX double tagged saif@ne entry per event).
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Figure 5.15: Standard Mod#&l template for SVX double tagged sample (One entry per
event).
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Figure 5.16: V+Ait template for SVX double tagged sample (One entry per event).



101

5.7 Validation of Monte Carlo

Reconstructed Monte Carlo must accurately represent the dhe original CDF detec-
tor simulation and reconstruction software was written@RTRAN on VAX Operating
systems. It was then ported to a central UNIX operating systéhere several analyses
were conducted. Finally, it was ported to the LINUX opergtsystem, allowing the
possibility of individual users to maintain a complete cayythe entire CDF software
package. This analysis was done using a copy of the LINUX Cidtwvare distribution
maintained and debugged by the author. Bugs were found omietyaf levels in-
cluding simulation issues where Monte Carowere treated as stable particles, coding
issues such as bank formats not being translated propadym@re subtle issues such
as the improper definition <ET¢, being stored by the reconstruction. In addition, the au-
thor adapted much of the code specifically for this analys@duding the top candidate
analysis software.

Since there are many possible errors in creating the recmtstt MC, care was
taken to validate distributions against Monte Carlo sasgleated from the original
CDF software distribution that was used for published tassfsection and mass anal-
yses [21].

To do this, the Standard Modgldilepton Monte Carlo created for this analysis was
compared to an extracted set of Run | distributions from gipus Run | analysis which
examined the consistency of the Run | top dilepton MC distrdms. The distributions
examined includé’, (Figure 5.17),Hy (Figure 5.18),M; (Figure 5.19),M;; (Figure
5.20),A¢y (Figure 5.21), an®%' (Figure 5.22). Kolmogorov-Smyrnov probability tests
were used and show a high level of agreement between the sspmgliously used and
the samples generated for this analysis. Besides valgl#tim reconstruction of these
guantities, this also demonstrates good agreement betivedierwig 6.2 Monte Carlo

used in this analysis, and the Herwig 5.6 Monte Carlo usetierpublished top anal-
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yses. This agreement is crucial in order to maintain theraptions about efficiencies
for detecting various physics processes since they aretasstimate background con-
tamination and signal, as well as some event variablestjirfseding in to the)M?,,

distributions. Additional comparisons of Monte Carlo distitions with data are shown

later in Section 6.2.
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Figure 5.17: Comparison of the Monte Caflg distribution in this dilepton analysis
with that from the published CDF dilepton cross-section saeament showing the KS
probability for agreement.
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Figure 5.18: Comparison of the Monte Carify- distribution in this dilepton analysis
with that from the published CDF dilepton cross-section saeament showing the KS
probability for agreement.



105

MI|

0.14

Dilepton cross-section

0.12

This Analysis

0.1

0.08
KS agreement 0.58

0.06

0.04

0.02

OJIIIIIIIIIIIIIIIIIIIIIII

0 50 100 150 200 250 300
GeV

Figure 5.19: Comparison of the Monte Caflfy+,- distribution in this dilepton analysis
with that from the published CDF dilepton cross-section saeament showing the KS
probability for agreement.
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Figure 5.20: Comparison of the Monte Canlé;; distribution in this dilepton analysis
with that from the published CDF dilepton cross-section saeament showing the KS
probability for agreement.
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Figure 5.21: Comparison of the Monte Cawlp ;- distribution in this dilepton analysis
with that from the published CDF dilepton cross-section saeament showing the KS
probability for agreement.
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Figure 5.22: Comparison of the Monte Carlo leptBp distribution in this dilepton
analysis with that from the published CDF dilepton crossiee measurement showing
the KS probability for agreement.
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Chapter 6

Measurement of V+A Fraction

6.1 Likelihood Fit

A binned log likelihood fit is used to extract the V+A fractitlom the data samples by
comparing them to Monte Carlo templates of V+A, V-A, and lgrckind. A combined

log likelihood fit for fy . 4 is done to fit each sample simultaneously assuming a fixed
background normalization determined from the standarciabyses.

Since the leptorP spectrum is higher for right-handé#f's as compared to left-
handed/V's, right-handedV’s are more likely to pass the lept®a requirements, lead-
ing to a higher efficiency for finding V+A events. For each saaple, the efficiency
for V-A events passing all cuts compared to that of V+A wasuwalated, and used to

determine a relative acceptance factor
R=¢ey_a/evia (6.1)

for the fitting procedure (Table 6.1).

The prediction function is expressed in terms of a combinedihood for the dilep-
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Sub-sample Relative efficiency

Dilepton 0.909+ 0.005
SVX double| 0.936+ 0.004
SVX single 0.945+ 0.01

Table 6.1: Relative efficiency for V-A events to pass the tofs compared to V+A.

ton, SVX double-tagged, and SVX single-tagged samples.

£combz’ned = Edilepton ’ L"svx2 ’ L"svxl (62)

L for each sample is the product of the Poisson probabilitiesnacomparing prediction

to experiment, multiplied by a Gaussian constraint on trekgpaound.

L"sam e — 20p° 6.3
" zl;[l ;! \/ﬁe (63)

The predictions; = u;(fir1+4,ns) is the bin content obtained for a given V+A fraction,

B e 1 ey

fv+a, and background per evemt,. NV, is the expected background fraction per event,
oy 1S the uncertainty oV, andz; is the data for bin i.V, ando, are the same values

used in the published CDF top mass analyggess calculated as :

Svea P+ R-[(1 = fyya) - Mi+ B -np]

He =N fvea+ R-[(1 = fyia) + np

(6.4)

whereP;, M;, andB; are the contents of bin i for the MC templates of V+A, V-A, and

background, respectively. The fraction of background etgmeper event in the data is
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ng. R is the relative efficiency o?‘vf—::, N is the number of events in the sample, and
fv1a is the fraction of V+A.

Some additional conditions were applied in the fit functioehsure that the likeli-
hood was well-defined. When the prediction function for aegibin gets too close to
zero (i.e.u; — €), it levels off ate to ensure that minima are not chosen g 0.

—2 - log Leompinea 1S Minimized to determine the most likely valuesfpf, , andnp
for a given experiment. The statistical uncertainty is fdilny measuring the spread of
fvia when—2 - log L is increased by one unit with respect to the minimum. The MI-
NUIT package of ROOT [27] is used to determine the fit minimwimg the MIGRAD
algorithm. The HESSE algorithm then determines the errdrirmat the point of the
minimum, and the MINOS algorithm, which takes into accouon+4parabolic shape,
calculates the positive and negative errors of the fit. This fitot constrained to the
physical region [0,1], and so one would expect for the Stethddodel i, 4 = 0 to

have as many unphysical solutions less than zero as phgsicgions above zero.

6.1.1 Tests of Fitting Method

The fitting method was tested extensively using “pseudeengents”. While many
experiments cannot be done, with the benefit of Monte Cadeugo-experiments of
data-sized event samples can accomplish this task. V+A, &8 background tem-
plates were created for each sub-sample ugjfigof the reconstructed Monte Carlo
events which passed the cuts. The remaidifitjof events were used to make pseudo-
experiments to simulate the possible results of the fit.

The distribution of 10,000 fit values ofi,, 4 is shown in Figure 6.1 for the case
when the input fractiorf{", , was a Poisson fluctuated fraction centered at 0.33.

The fit function was checked to make sure that the sensitigithe measurement

was not dependent on the true valuefgt ,. The fit value was found to be constant as
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Figure 6.1: With a generated V+A fraction of 0.33, the reswt 10,000 pseudo-
experiments comparing independent Monte Carlo distiimsti The physical region
is from O to 1.
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| Mean fit Varying V+A fraction
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Figure 6.2: Pseudo-experiments fit with prediction functior range of V+A inputs.

a function of input value. so that there is no bias in the ik@bd minima for different
fir 4 values (Figure 6.2). The offset from zero is consistent withexpected statistical
uncertainty from between the template events and the imdigpe events used for the
pseudo-experiments.

The error is also studied as a functionf@f, , in Figure 6.3, it can be seen that the
error increases af’, , increases. This is to be expected since the R parameteredefin
in Equation 6.1, causes the likelihood to give higher diatissignificance to V-A-like
events, since they are relatively less likely to be in a gpseudo-experiment. The slope
of the mean returned error is defined by the value of R. Sinceglatively high, 0.9
or greater for each sample, it is only a small effect. Howewre expects the error for
V+A-like distributions to be higher than if the distributios distinctly V-A-like due to
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| Mean error of fit Varying V+A fraction
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Figure 6.3: Mean error for pseudo-experiments fit for ranfgé’o ,. V-A events have
more weight since they are less likely because of the relaifficiency dependence in
the fit function. This leads to a slope in the fit error.

this effect of different detection efficiencies for V-A and-X events.
The fit value and errors of the fit were tested using the figuraerit known as the

“pull” which is in general defined as :

Measured — Expected

pull = (6.5)

Error

When many experiments are done, the distribution of pullesishould be consistent
with a unit Gaussian of mean 0 and width 1. If the width is otthan 1, it could mean
that the errors are being miscalculated. If the mean is nohdy) the fit function is

biasing the return value in one direction. The proper meahveidth signify that the
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prediction function correctly represent the sample, arad the fitting algorithm does

not have mistakes.

The pull in the case of this analysis is defined as

fin _f .
AR whenfyia < fifa

pull = Uf‘/*“i‘n . (6.6)
fveamlVea \when Jvea > fia
Tfvia

wherea;{VH is the positive error returned by the fit, am}TVM is the negative error.
It was found that positive and negative errors providedeogitill distributions than a
single Gaussian error due to asymmetric fit errors. Figuded@monstrates that the
mean of the pull is consistent with zero although the widtthefdistribution indicates
the errors may be slightly small.

To study the fit error in more detail, a technique is used toaektthe degree to
which the fit mean and uncertainty values are non-GaussiardoThis, independent
samples are used to draw pseudo-experiments with a Pdissbmating input value of
fi" 4. For each pseudo-experiment, the integrated probabibtyilbution (IPD) of the
likelihood is calculated from the inpyt?”, , value to infinity. This calculation can be

written in terms of the Error functiorfyr f(x).

S| ) 1 1 fin
IPD(z) = 20y = =~ — ZErf(FA 6.7
(v) e mexp T=5-3 rf( NG ) (6.7)

For a normal Gaussian distribution, this should produce tadfidribution from zero
to one. However, if the errors are not Gaussian, this digiob will not be flat. By
changing the parameters of a normal Gaussian, mainly teetathd the sigma, one can
alter the IPD in well-defined ways (Figure 6.5).

The IPD distribution from pseudo-experiments is then fit @aassian with varying
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Pull distribution of central value

Chi2 / ndf =219.3/73
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Constant =404.1+ 5.175
Mean = 0.008416+ 0.01135
Sigma = 1.062+ 0.00837
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Figure 6.4: Pull distribution is shown fit to a Gaussian.
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Figure 6.5: Theoretical histograms for the integrated pbility distribution with non-
Gaussian effects. The integration is of a Gaussian prabadiktribution integrating
from the central value to infinity. Pseudo-experiments gishre probability distribu-
tion from a normal Gaussian produce a flat distribution, Bgyglo-experiments with
shifted central values and non-standard sigma have wetletb&ffects on the slope and
concavity of the distribution, respectively.
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sigma and offset, to determine the variation of the IPD itistron from a standard
Gaussian. Nine independent samples are used to determeipathmeters; the results
for some fits are shown in Figure 6.6, and used to determinsiginea of the likelihood
fit.

The result is that there is a upward scale factor of 1.04 sacg$o make the error
returned by the fit consistent with that of a Gaussian spréatasurements around the
true mean value.

The scale factor of 1.04 will be applied to the fit error whea tiata is fit. With
this slight alteration of the fit error, it is determined thia¢ likelihood fitting procedure

behaves as expected and will reliably determyine 4.

6.1.2 Statistical Power of Samples

The statistical power for each sample is proportional tortheber of /2, measure-
ments in the sample. Since the dilepton sample has two lepaoid twa jets, there are
four M7, values in each dilepton event, two of which are mainly cdtygeaired, and
two of which are incorrect. In the SVX double-tagged samfblere is one lepton and
two b jets, meaning there are twd?, , values per event, one which is correctly paired,
and one which is a mispairing. The SVX single-tagged samgéedme lepton and orde
jet, meaning it has only on&/? , pairing, which may or may not be the correct one. The
relative sensitivity for each sample in measurifyg 4 is shown in Table 6.2 using the
average likelihood error for 10,000 pseudo-experimentse flrst part shows the sen-
sitivity of each sample normalized arbitrarily to the 106, , values per sample. The
second part shows the sensitivity expected in the data fdr ehthe sub-samples and
the combined sensitivity.

The SVX double-tagged sample shows the greatest sensitigitnumber of\/7, ,.

The improvement between the double-tagged sample ovemtjedagged sample are



119

lgaussian pseudo experiment I gaussian pseudo experiment I
3500~ N
[ Pool 9, Sigma 1.050000 , Shift 0.150000 3000[™ pool 10, Sigma 1.050000 , Shift 0.110000
3000 -
o chi squared = 141.051759 (100 bins) 2500-_ chi squared = 221.901408 (100 bins)
2500 L L
: 1 B
L L 2000~ S
2000~ U Lﬂlr L Lrll‘“""‘ﬂi"ww s
= ML, 3
L UW.ILJ'LW]’ L
F 1500
1500 -
1000'_ 1000~
500 500~
G-'I"'I"'"'I"'I"'I"'I"'"'I"'I' 0-|||||||||||||||||||||||||||||||||||||
-0.4 -0.2 -0 0.2 04 06 08 1 1.2 1.4 -0.4 -0.2 -0 0.2 04 06 08 1 1.2 1.4
lgaussian pseudo experiment I gaussian pseudo experiment I
3500 o
r 3000~
N Pool 11, Sigma 1.023250 , Shift -0{L75500 [ Pool 12, Sigma 1.002000 , Shift -0i[L73000
3000 ‘ B
B B [
F 2500 |
r chi squared = 263.698420 (10040ins) B chi squared = 228.345372 ( Rins)
2500 ‘ L
- I L
- i}
[ i 2000 ,wrrﬂ
ik i
C i L |
2000f el r [Lﬂlfv
L ,._h'ﬂ L e
- I [
r ’.rJ':LIL' 1500
1500 o L
- 1000
1000 L
500 500_—
G-'I"'I"'"'I"'I"'I"'I"'"'I"'I' 0-|||||||||||||||||||||||||||||||||||||
-0.4 -02 -0 0.2 04 06 08 1 1.2 1.4 -0.4 -0.2 -0 0.2 04 06 08 1 1.2 1.4

Figure 6.6: Fits to the Monte Carlo are compared with a Ganssf known shifted
parameters to fit for the nature of the non-Gaussian errors the fit. The slope of the
plots is not significant, it is due to the small statisticsduseeach independent sample.
The concavity is significant indicating a shift in sigma sticht the prediction function
in this analysis underestimates the fit error by a well deitgeohscale factor.
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| Normalized to number of/?2, |
Sample | # Events| # of M?, | Average fit error

Dilepton 25 100 0.45
SVX double 50 100 0.38
SVX single 100 100 0.43

Normalized to fraction of data
Sample | # Events| # of M7, | Average fit error

Dilepton 7 28 0.87
SVX double 5 10 1.24
SVX single 15 15 1.06

Total 27 53 0.59

Table 6.2: Statistical power of each sample as measureddgrtamty of likelihood fit
for 5,000 pseudoexperiments. Shown are the cases whenesaarplnormalized to the
same number of/? combinations, and when samples are normalized to the nuafiber
events within the data. In the SVX double-tagged sample¥dd the fits failed.

due to smaller backgrounds and the use of a two dimensional fit

The dilepton sample, with 28/2 , values, provides the most statistical power of the
Run | data samples.
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Sub-samplel Number of events Expected background
Dilepton 7 0.76+ 0.2

SVX double 5 0.2+0.1

SVX single 15 24+0.8

Table 6.3: Number of events in data and expected background.

6.2 Results of Measurement

“you’ ve got to ask yourself one question:
Do | feel |ucky? Well,do yapunk?”

Clint Eastwood

The dilepton data samples were made by running through ttasine highPr
electron and higl?+ muon data sets from Run IA and Run IB using the selectionr@ite
outlined in this note. The SVX lepton+jets data samples ieued similarly in both
the inclusive highP+ lepton samples and the samples used for the CDF leptonejets t
mass measurement. Run and event numbers were carefulbyatesked for agreement
with those used in the published Run | analyses. The dataleazps and background
contribution are shown in Table 6.3.

As a final check of the consistency of the Monte Carlo with dta distributions
were compared using a statistic from the Kolmogorov Smyrik®) test. Since the
KS test is generally valid only for high statistics samplasnore thorough analysis
was done using pseudo-experiments. 10,000 data-sizedg@saperiments were cre-
ated from theit plus normalized backgrounds mixture. For each pseudorempet,

the KS distance, which is a measure of the integrated tolf@redihce between all the



122

bins between two distributions, was taken between the psexperiment and the par-
ent Monte Carlo distribution. The KS distances for all theymo-experiments were
binned, and the fraction of all KS distances greater thangittaduced from the compar-
ison of the data with the Monte Carlo distribution was takeé the KS probability.

This KS probability corresponds to the fraction of dataedidistributions which would

produce a KS distance less consistent with the Monte Casloilolition than the data.
This technique was found to be more reliable than the stdral@alytical approach of
calculating the KS probability, and was offered and incoaped into the official version
of Root [34].

The distributions compared include a selection of pertitk@mematic distributions
used in the CDF analysis of kinematic distributions of topaies [35]: leading jeEr
(Figure 6.7), second jéir (Figure 6.8), sum of second and third jet (Figure 6.9),
and leptonPt (Figure 6.10). These distributions are shown side by sidk thie plots
extracted from [35]. Both th& andtt + background distributions are normalized to the
number of events in the data. The Monte Carlo distributidvmswsexcellent agreement
with those from the top kinematic distributions analysis\.c® the selection criteria used
for the top mass analysis are more stringent than those itogheross-section analysis
(the top mass cuts produce 15 SVX single-tagged, and 5 SVXlddagged events,
whereas the kinematics distributions analysis uses the\34t8gged event sample),
the data points are not directly comparable.

Also shown are distributions more pertinent to this analfai which no comparison
to documentation could be found. The SVX single tagged sansphighlighted here
because the backgrounds are the largest of the three suyldesaieind because this sub-
sample turns out to be the least consistent with that expdéaim V-A ¢t + background
Monte Carlo. The distributions includér of the b tagged jet (Figure 6.11), angle
between the lepton and b jet (Figure 6.12), and 2-D cormagtiots of b jetEt vs Et
of the lepton (Figure 6.13), angle vs b jét (Figure 6.14), and angle vs. leptéh:
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(Figure 6.15).

The distribution with the lowest KS probability, the angktween the lepton and the
b jet, shows that the data reflect a smaller angle than thaotsg in the Monte Carlo
distributions. This shape does not indicate a preferencenfore or less background
since the Monte Carlo distributions fét and backgrounds are similar. Since 11%
of pseudo-experiments have a higher KS distance, the rissntit inconsistent. As
a test which encompasses many stages of the analysis priigeshstribution was also
validated independently by a collaborator and found to leesdime. Looking at this
distribution in greater detail, one can see that from the @dds that the higheE+ b
jets and leptons tend to correspond with these smaller an§lece)/? , is dependent
on the angle between lepton and b, one might expect thatthe distribution for the
SVX single-tagged sample may be lower than expected fronMitree Carlo, leading
to a smaller measured V+A fraction in the data.

The results of they,, 4 measurement for the dilepton (Figure 6.16), SVX double-
tagged (Figure 6.17), and SVX single-tagged (Figure 6.a8)@es are shown along
with their data and Monte Carlo distributions. The likelifabcurves are presented sep-
arately in Figure 6.23, and together in Figure 6.24, botlwshg the result of the com-
bined fit for fi/, 4. The results are shown in table 6.4. The average error fér &mople
is compared to the distribution of errors from pseudo-expents in Figures 6.19, 6.20,

and 6.21, and for the combined set of samples in Figure 6.22.
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Figure 6.7: This plot shows a comparison of the leadindjetbetween SVX single-
tagged data to Monte Carlo with the KS probability, as wel afde by side comparison
to the published run [ distribution.
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Figure 6.8: This plot shows a comparison of the second legg@intE+ between SVX
single-tagged data and Monte Carlo with the KS probabitisywell as a side by side
comparison to the published run | distribution.
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Figure 6.9: This plot shows a comparison of the second amd ksading jet suntr
between SVX single-tagged data and Monte Carlo with the KBatility, as well as a
side by side comparison to the published run I distribution.
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Figure 6.11: This plot shows a comparison of the b taggeH-jabetween SVX single-
tagged data and Monte Carlo with the KS probability.



129

Lepton - b tagged jet angle
4.5F

4

3.5
K5 agree 0.114

3

2.5

2

1.5

1

0.5

0 0.5 1 1.5 2 2.5 3

()
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Figure 6.14: This plot shows a 2D comparison of the leptoagged jet angle vs. b jet
Er between SVX single-tagged data and Monte Carlo with the KB atbility.
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Figure 6.16: Data and Monte Carlo distributions for dilepgample with fit value of
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Results of SVX double tagged sample
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Figure 6.17: Data and Monte Carlo distributions for SVX diedtagged sample with fit
value of f, 4.
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Figure 6.18: Data and Monte Carlo distributions for SVX $mtagged sample with fit
value of f, 4.
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Distribution of Average Errors in Dilepton sample
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Figure 6.19: Distribution of errors from pseudo-experitseior the dilepton sample,
shown with the error from the data marked with an arrow.
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Sample | Measurement
dilepton 0.0875:%
SVX double tagged 0.63%5%%
SVX single-tagged —-1.9270%
combined —0.21%933
combined with non-gaussian correctipn —0.21 7942

Table 6.4: The results for each sample, with the combinedlteesErrors shown are
statistical only.

It is clear that the likelihood shape, although asymmeisiaell-formed throughout
the physically allowed region, and for at least eight unfteg likelihood on either side

of the minimum.
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Distribution of Average Errors in SVX single sample
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Figure 6.20: Distribution of errors from pseudo-experitsdor the SVX single-tagged
sample, shown with the error from the data marked with annarro
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Distribution of Average Errors in Dilepton sample
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Figure 6.21: Distribution of errors from pseudo-experitsdar the SVX double-tagged
sample, shown with the error from the data marked with annarro
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Figure 6.22: Distribution of errors from pseudo-experitsdor all the samples, shown
with the error from the data marked with an arrow.
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Chapter 7

Systematic Uncertainties

Systematic uncertainties are done by creating a sampleesitgwn which a property
assumed in the analysis is altered within its uncertaintiyeabne sigma level. The mean
change in the measurement fif, » between when the pseudo-experiments have the
same assumptions as the templates, and when the pseudovexye are systematically
shifted with respect to the templates is determined to beykematic uncertainty due

to the given effect.

7.1 Top Mass Uncertainty

The top mass has great bearing on precision electroweakdetite standard model,
and its precise measurement is the cornerstone of the pogdaf a light Higgs from
the electroweak data [28]. An accurate measurement of the&ss is being enthusias-
tically sought after in the Run Il physics program at CDF dnd.

In addition to increasing the energies of the top decay prtsdand therefor@/? ,,
a higher top mass also increases the true valug ofthe fraction ofi¥'s that have a

longitudinal polarization distribution. Although thisi®t a large effect, an increase in
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| Top mass uncertainty | shift |
5 GeV shift 0.21

Jet energy dependent (2.4 GeV)0.10
Jet energy independent (4.5 GeM).19

Table 7.1: The systematic shift of measurement due to clsangke top mass. “Depen-
dent” refers to the part of a shift in top mass which is cotealao the CDF jet energy
scale. “Independent” refers to all other uncertaintiehi@gtbp mass including statistical
uncertainty, and for instance, tii&) jet energy scale. [29]

fo means that there is a smaller percentage of events whichléfareanded (or right-
handed) distributions, effectively decreasing the poosighificant events which the
fitter uses to extract the V+A fraction.

To evaluate these effects, first the total uncertaintyyin, due to a top mass shift
of 5 GeV is considered by measurirfig, 4 using standard templates, but with pseudo-
experiments generated with a top mass at 180 GeV. Then thgéti@Rergy dependent
and CDF jet-energy independent components of the world tagsnuncertainty (see

Section 7.3) are used to calculate the relative shiffyaf, for each component.

7.2 Jet Energy Scale Uncertainties

By calculating/? , of b jets and leptons, this analysis is able to infer ¢hey; distri-
bution. However, sincé/? , ~ (E, * E, — | Ej| | E,| - cosj), there is clearly a strong
dependence on the jet energy scale. Each of the jet comsctipplied to the energy
scale of thé jet has an associated uncertainty.

If the jet energy scale applied in the correction was too higls would lead to a
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| Correction | Systematic Uncertainty
Absolute Jet Energy ~2.5%
(includes primary vertex UE
Calorimeter Stability 1.0%
Underlying Event 100 MeV/vertex
(multiple vertexes)
Relative Jet Energy 0.2-4% off,,
Soft Gluon (dR 0.4 to 1.0) 6-1.4%
Splash-out beyond dR1.0 1 GeV

Table 7.2: Approximate size of uncertainties in componémjst energy corrections.

higher mean\/?, value, and would shift the measurement toward V+A, since V+A
events have a higher mear? , value.

A summary of the relative size of each uncertainty in the petrgy scale is noted in
Table 7.2, and is discussed in more detail in [22]. Each sofsystematic error in jet
scale is considered independently. The 4-vectors of alijethe events are shifted or
scaled up and down according to the uncertainty of one peatiget correction. The up
and down systematic shifts for each correction are therageerand then all combined

in quadrature to obtain the complete systematic due totadjergy scale uncertainties.

7.2.1 Relative Jet Energy Scale

The relative jet energy scale correction accounts for tfferént detector response as
a function of eta as compared to the central region wheregjetdest measured <2
In| <0.7. The varying corrections take into account featureshefdetector such as

cracks where there is no calorimeter coverage. The unogrt@nges from 0.2% to 4%
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| [n] interval | % Uncertainty on Relative Correctign

0.0-0.1 2%
0.1-1.0 0.2%
1.0-14 4%
1.4-2.2 0.2%
22-2.6 4%

Table 7.3: The percentage of the relative jet energy coomatncertainty for various
ranges ofn)|.

of the actual correction factor (Table 7.3).

7.2.2 Underlying Event and Multiple Interactions

The underlying event correction corrects the event foraegtrergy due to the remnant
pieces of thepp not involved in the hard process, and also corrects for plalinter-
actions in the same beam crossing. It has a correction fopringary vertex and one
for each additional vertex to take into account the multipteractions. The primary
vertex uncertainty is approximately 30% of itself, while ltjle interactions have an

uncertainty of 100 MeV per vertex.

7.2.3 Soft Gluon and Splash-Out

Energy outside of the jet cone due to differences betweefralgenentation modeling
of Monte Carlo and data is considered in two parts. Soft ghaaliation is the energy
between the jet of cone 0.4 used in top analyses and the lewgerof 1.0 surrounding
it. An additional splash-out correction is applied for jeteegy outside a cone of 1.0.

These uncertainties are taken into account separately.
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7.2.4 Absolute Jet Energy Scale

To relate the energy of the initial parton with the energyhafobservable jet, an absolute
jet energy scale correction is applied. Electron and pishlieam data from various
energies was used to tune the CDF simulation to reproduqgsittiele responses. This
test beam data, along with analyzing isolated pion in mimmias events, was used
to determine the detector response. Fragmentation etiectaunt for the interaction of
particles within the detector into their experimental jgnatures. The uncertainty has
two components: detector response, including uncertairttye calorimeter calibration
and its stability, and fragmentation effects, which haveuanertainty due to particle

detection efficiency and relative response.

7.3 Jet Energy Scale and Top Mass Correlation

A complication with the jet energy is that it is the dominaatisce of systematic un-
certainty in the CDF top mass measurement. Since the mebgpenass is an input
parameter in this analysis, and only CDF a@n@ have measured the top mass directly,
both effects must be taken into account when determinintesyaic uncertainties in
these quantities.

If the CDF jet energy scale was high, the measured top maskivatso be high,
meaning that the true top mass is lower than what was measukexystematically
shifted up jet energy scale results in a higher measurenfigfipt,0,. However, this high
jet energy scale would have also meant that the CDF-measopanass would be too
high, meaning the real top mass is lower. If the top mass wasr|at would result in a
lower measurement of V+A. Therefore these two effects atiecanrelated.

It is therefore important to determination the correlati@tween the jet energy scale

systematic and that of the top mass. The uncertainty on fhegss is divided into two
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parts: one which is from the CDF jet energy scale uncertasmyg one which is all
other systematic and statistical sources of error 7.1. &herjergy systematic is then
determined by adding the positive shift ff, 4 from the increased jet energy scale with
the negative shift due to the mismeasurement of the top mass.

The D® and CDF combined top mass measurement [29] was used to gairtiee
lation between the CDF jet energy scale and the world top @massge. For each of
the channels: CDF dilepton, CDF I+jets, CDF all-hadrotig) dilepton, DO |+jets,
the effect of a 1-sigma change in the CDF jet energy scalertaioty was calculated.
This contribution (2.4 GeV) can then be considered sepsrftan all other errors (4.5
GeV).

The effect of the jet energy scale systematic uncertaimiiethe measurement of
fv4ais shownin Table 7.4.

The positive (negative) shift results are then combinedtanfan overall positive
(negative) shift of the measurement. As is expected, iféhenergy scale is higher than

was calculated, the true V+A fraction must be smaller tharoiminally measured.

7.4 Background Shape and Normalization

The amount of background within a pseudo-experiment isaétet higher or lower
(according to its uncertainty) than that in the predictiondtion. The shift of the mea-
surement is taken to be the systematic error due to flucstiothe background nor-
malization (Table 7.5).

The background shape uncertainty is also taken into accéonthe dilepton sam-
ple, nominal templates of the backgrounds are comparedetadasexperiments where
all the background is assumed to be of one type (i.e.Zall> 7"7—). The largest
shift is determined to be the systematic uncertainty dubdgdackground shape for the

dilepton sample [21].
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| Type | shift |
Detector response | 0.04
Underlying event 0.01
Relative correction 0.03
Absolute correction | 0.09
Soft gluon radiation | 0.07
Out of cone correction | 0.07
Total 0.14

With top mass correlation 0.04

Table 7.4: The systematic shift of measurement due to uaingytin jet energy scale
from various effects of detector energy repsonse and jeggreerrections.

| Background type| Shift |

Dilepton

ww -0.016
L— >TT -0.022
Fake lepton -0.024

SVX double tagged
WHijets | -0.006

SVX single tagged
W/Z and non W/Z| -0.027
| Total | 0.045 |

Table 7.5: Shift of measurement due to fluctuating backgiatatistics.
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| Background type| shift |

Dilepton sample
All WW -0.028
Al Z— > 77 0.005
All W+j w/ fake | 0.047

SVX single tagged
W+jetsQ? = mj, | 0.03
| Total | 0.06 |

Table 7.6: The systematic shift of measurement due to chgriackground shapes.

For the single-tagged lepton plus jets sample, pseudorexpets using W+jets
Monte Carlo withQ? = M2, are compared with templates usi@g = P2 [22]. This
different ¢*> scale changes the gluon emission in the Monte Carlo leadimiifferent
E; and jet multiplicity distributions. The background shapeertainties are shown in

Table 7.6.

7.5 PDF Uncertainty

The probability for producingt pairs is dependent on which initial partons interact, the
momentum transferred between the@? which is assumed to be the invariant mass
Q?, and whether the fraction of the total proton and anti-prattomentum they are
carrying,z = P./Ejyeam, IS €nough to create the massivestate. At high x, the proton
consists mainly of its three valence quarks, although thezesmall contributions from
sea quarks, mainly gluons, anddd pairs (Figure 7.1).

The contributions of these partons, (i, d, d, s, c, b, g) are modeled at a given x by
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parton distribution function&'(z, Q?). These functions have been measured at various
Q? and x, mainly in deep inelastic scattering experiments thadesults have been pa-
rameterized by various models, tending to have slight giffees between their shapes.
Since these functions become input in the Monte Carlo usgidtolatett events, the un-
certainty infy ., 4 due to the effect of using different parton distributiondtions (PDF)
needs to be considered. The x distributions for initial gastint¢ production for events
passing the top dilepton selection criteria are shown iuileg.2 for selected PDFs.
Since there is open debate about whether it is appropriateg¢d_eading Order (LO)
structure functions with parton showering Monte Carlo [Herwig, an assortment of
LO structure functions are considered as well as the moroappte Next-to-Leading-
Log (NLL) structure functions.

The systematic effect due to different structure functisnsvaluated by weighting
the Monte Carlo distributions according to the ratio of theicture functions for the
given x values of the initial partons, and using pseudo-erpnts to determine the shift
of the measurement gf,, 4. LO CTEQ5L [30] and NLLA/'S MRST d0’ [31] provide
a diverse span of systematic uncertainty, and NIZE MRST h-g is chosen as the mid-
range structure function for this analysis. The systensdtitts of the measurement for

each structure function is shown in Table 7.7.

7.6 B Tag Systematic

Although theE+ distribution forb jets is not different for V+A and V-A, it is important
to determine if the SVX tagging efficiency has any effect anrreasurement.
For top analyses, the SVixtagging efficiency was assumed to be flat as a function
of jetEr. Using CTC tracking studies, the variation from this asstiompvas measured.
In Figure 7.3 the scale factor relatibgagging in Monte Carlo to data is shown with

statistical and systematic uncertainties [32]. The syatemincertainties are determined
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Figure 7.2: Distribution in x oft events passing cuts. Two PDFs are chosen which span
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| PDF type | shift |
LO
CTEQA4L 0.018
CTEQS5L 0.038
MRST h-g 0.039
MRST c-g 0.037
NLL, MS
CTEQ4M -0.001
CTEQ5M 0.010
MRS d0O’ -0.005
MRST h-g 0.020
MRST c-g 0.020
Using MRST h-g NLL
Maximum uncertainty 0.02

Table 7.7: The systematic shift of measurement due to diftePDFs in comparison
with MRSG.
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by varying the track quality variable, Q, which is a measur¢he hit density in the
area immediately surrounding the track. By assuming a @ralard deviation stronger
Q dependence than for the standard CTC tracking efficienty;adependent scale
factor is determined. This scale factor is used to weightMbate Carlo distributions
according to théit of the tagged jets. The effect of this is found by comparing the
shift of fi,. 4 when pseudo-experiments with weighted events are fit to tmeimal

templates.

7.7 Hard Gluon Radiation

Hard gluon radiation effects enter into this analysis in tmays. Initial state radiation
occurs before thet state is produced and is therefore uncorrelated withtamecay
products. There is a small probability, mainly in the diaptase, that a high initial
state gluon could have enough energy to be mistaken fob feé Hard final state
radiation can cause the direction and energy ofttlet to be mismeasured, or to be
identified as thé jet.

Traditional top analyses have estimated the effect of ISEetiainties by making
alteredtt samples using Pythia Monte Carlo with the ISR option turné#d BSR is
evaluated similarly by using ISR off and requiring jet manchso that all jets can be
related to their parent partons. These altered samplesnafgzad with the standard
analysis, and a systematic uncertainty is determined fralfrttme difference of each in
terms of the measurement.

In this analysis, a new approach is used which does not sitnpiyoff radiation in
the Monte Carlo. Instead, since ISR/FSR jets originate frathin the Monte Carlo
itself, one can attempt to flag events by examining the gémelavel information.

Initial state radiation tends to be along the beam axis irh demisphere of the

detector. One can loop through the generator level bankkafimnique gluons emitted
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Figure 7.3: The SVX-tagging scale factor (data / Monte Carlo) as a functionofje
The systematic uncertainty comes from assumin@riependence and a one standard
deviation stronger) dependence in the CTC tracking efficiency. The stars reptese
the deviation by assuming a one standard deviation strapgiEpendence in the CTC
tracking efficiency, and were used to weight the Monte Cactmeding to their jetir

to evaluate thé-tagging bias systematic.
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Figure 7.4: Initial state radiation is typically along thedm pipe. If an event has more
than 8 GeV transverse initial state radiation in either spinére, it is flagged as having
hard ISR content.

from the initial state that are fiducial in eta, and sum upRhen each hemisphere. If
the P+ in an individual hemisphere is above 8 GeV, the event is fldggehaving hard
ISR content, and may cause a misinterpretation of the euehtas being identified as
ab jet (Figure 7.4).

Final state radiation tends to be along the direction obfle¢and is mostly included
within theb jet cone. When final state radiation is hard enough to estepeoine, it can

be misidentified as &jet or cause thé jet to be mismeasured. Therefore, the procedure
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Matched: 73,185 Not Matched: 19,397
#ISR | # FSR | #ISR|| FSR #ISR | # FSR| #ISR|| FSR
hep fid | 26,048| 19,044| 38,224 hep fid | 11,694| 7,737 14,926
(fraction) | 0.36 | 0.26 0.52 (fraction) | 0.60 | 0.40 0.77
not hep fid| 342 252 498 not hep fid| 1,912 | 1,248 2,466
(fraction) | 0.005 | 0.003 0.007 (fraction) | 0.10 | 0.06 0.13

Table 7.8: Events are divided into whether the reconstdgggticles match the gener-
ator level particles or not, according to the ISR and FSRarunthep fid” means that
the generator level particles traversed CDF subdetectad in this analysis.

for final state radiation is to loop through unique final sigii@on radiation emissions
and sum up the portion in each hemisphere that is out&itle- \/dn? + d¢? = 0.4 of
the realb partons in the event and within the detector. When an evenitritae than 8
GeV worth of this FSR:T, it is flagged an having hard FSR radiation.

A good measure of the ability of tagging these events is tk &dhe generator level
partons and determine how well they match the reconstryetsdh the cases when the
event passed the reconstruction cuts, but was flagged asgh&R and/or FSR. Table
7.8 is divided into whether the event was matched or not arethvn its generator level
partons were fiducial. The number of ISR, FSR, and (|I$f8R) events in each category
is tabulated. One can see that there are many more unmatotets éhat are tagged as
having hard gluon radiation than matched events. Also, thsgmce of gluon radiation
can cause events which are not matched, and have non-figaciahs to pass the cuts.

By removing ISR or FSR flagged events from consideration @ugde-experiments,
and fitting to the standard templates, a systematic shigéch can be measured. One

would expect FSR to result in a positive shift since one isaéng events in which
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| Gluon radiation type shift |

ISR removed -0.04
FSR removed 0.03

Table 7.9: The systematic shift of measurement due to rehabVveard gluon radiation
effects. Taken to be half of the total shift when hard radiats removed.

much of theb parton energy was radiated outside its jet cone. Therefioeeemaining
events would have highétr and have a highet/?, ,, appearing more like V+A.

For the ISR systematic, there are two effects. One is thatglBBns may be mis-
taken forb jets, the other is that although the direction of the sumng&&igluon vector
is uncorrelated to the lepton, its energy can be associaitbdbviets. The effect that
wins out in the ISR systematic is the effect of adding slighbant of energy to thé
jets. Therefore, when ISR events are removed, it tends terltveb jet energy causing

these events to look more V-A (Table 7.9).

7.8 Relative Acceptance of V-A and V+A

As mentioned in section 6.1, a relative acceptance factois Rsed in the likelihood
to account for the different efficiencies for V-A and V+A et®ito pass the selection
criteria. The uncertainty in the R values for each sampleuigtdlated to determine a

systematic shift offy , 4.
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Summary of uncertainties and effect én, 4
Top mass 0.19(0.21 w/out jet energy correlation)

Jet energy scale 0.04(0.14 w/out top mass correlation
Background shape 0.05
Background normalization 0.05
ISR gluon radiation 0.04
FSR gluon radiation 0.03
B-tagging efficiency 0.03
Parton distribution functions 0.02
Monte Carlo statistics 0.01
Relative acceptance 0.005
Total systematic 0.21

Table 7.10: Summary of uncertainties in terms of shift in sugament of V+A fraction.
The top mass systematic is complementary to the jet eneedg sgstematic. Shown in
parentheses are the systematic errors for top mass andejgydmefore accounting for
correlation.

7.9 Summary of Systematic Uncertainties

The largest systematic uncertainty is the top mass. Faelyniais correlated and com-

plementary with the jet energy scale, and therefore botttsffare reduced. This is an
important important reason this analysis makes sense iflRsince a better measure-
ment of the top mass will lead to a lower jet energy scale asyatie, and vice-versa

(Table 7.10).
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Chapter 8

Summary

8.1 Measurement offy , 4

The final results are shown in Table 8.4 with an explanatiomnziertainties. The final
value of—0.2175:3 (stat.)+ 0.21 (sys) is consistent with a pure V-A theory, and strongly
disfavors a large V+A component. The prediction from theplibn and single-tagged
samples dominate the combined result, the strong V-A r&smit the SVX single tagged
sample having the effect of shifting the combined resudfily to an unphysical V+A
fraction.

If the true top mass were 180 GeV (170 GeV) instead of the 1A &sumed in
the Monte Carlo, the most likely value would shift from -0121-0.02 (-0.40).

8.2 Interpretation of Result

The final result of this measurement is a value less than tbb#ee physical region.
For the Standard Model value ¢f, » = O with finite statistics, one expects half of the

values to be less than zero, so this is not a surprise. Theeeégmwhichf, , 4 is less
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than zero is important since it makes values with hfgh 4, less probable. This can
be quantified by assigning a confidence level to which the talee of fi, 4 iS most
probable.

In order to evaluate the confidence level of the result frota,dsvo different tech-
niques were chosen.

A Bayesian approach is used in which the area under theHikedl is calculated
in the physical region [0,1], and then the valuefpt. 4 is found such that 95% of the
area of the likelihood is between 0 afid, 4. To incorporate systematic uncertainty into
this likelihood, the statistical likelihood is convolutedth a Gaussiai,(x) of width

equal to the total systematic uncertainty of the measurgmenhat

—+00

Esys—i—stat (fV—i—A) = ‘Cstat (fV-i—A + x)Gsys (.T)d.ﬁﬂ (8 1)

is the likelihood used to evaluate the Bayesian confidenad.lén practice, the limits
of integration used wer¢: 5 sigma ofG,;(z). Using this approach, the Bayesian 95%
Confidence Level for the true value was determined tghe, < 0.82 @ 95% CL (see
Figure 8.1). If instead of the full likelihood function, wesela Gaussian approximation,
the result becomef, . 4 = 0.74 @ 95% CL.

A Frequentist approach, the Neyman confidence band, wasiaé&sbto assign an
upper limit on fy 4 ([33]). Pseudo-experiments were generated with a fixedifnac
of fi,. 4 between 0 and 1. The measurements from each pseudo-expevwere then
smeared with a random value from a Gaussian with width equidle total systematic
uncertainty, and the distribution of resulting pseudo-sueaments was recorded. The
input fractionf, , 4 was systematically increased in each set of pseudo-exeetsuntil
only 5% of pseudo-experiments yielded a return valug,af, which was less than or
equal to that measured in the data. This corresponds to a §p% limit confidence

level of fi,. 4 = 0.80 8.2. If the likelihood function were purely Gaussian, anlgiical
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Figure 8.1:Ly s+ stat(fy+4) Showing 95% CL for measured result to have an upper limit
of 0.82
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Results from pseudoexperiments

£y, <0.80 @95% CL

100—

80—

60—

40—

20— 59,

I | ffme
0 I I | I 11 |
2 - 0 1 2 3 4

f measured = -0.21

=(.8

Figure 8.2: Distribution off, 4 from 1000 pseudo-experiments such that 95% of
pseudo-experiments had a result greater than,.... The arrows indicate the mea-
sured value, -0.21, and the “true” value used in the pseugeraments, 0.80, which
defines the 95% CL upper limit.



164

calculation yieldsfy ;4 < 0.56 @ 95% CL.

The Frequentist and Bayesian approaches yield very siamkswers in the data. The
authors disfavor the Bayesian approach since a limit canyaswe set even in the case
of a flat probability distribution (ie, fof (x) = 1in [0,1], f < 0.95 @ 95% CL).

Therefore, the final result is tha{, 4 < 0.80 @ 95% Confidence Level.

8.3 Combining with Complementary Observable

Two techniques have been used to search for non-standakdcaeglings in top decays
at CDF. These searches can be quantified in terms of thednaotiV+A coupling in
top decay. It is assumed that the rate for longitudinal Wditgliis f, = 70%, as is
determined by the top mass in relation with thémass from Equation 5.3. One can

relate the fraction of right-handed couplinfs; by

't — WEHb)

p— .2
Jru T(t — Wiy b) + Tt — Wjiyb) + Tt — W;'b) (8.2)

to the fraction of V+A couplings from Equation 5.4 by
fvia= fra/(1 - fo) (8.3)

In this analysis, all measurements are in termgyaf,, whereas the leptoRr analysis
guotes measurements in termsfgf;.

The leptonP analysis makes use of the fact that the different spin catents of
the W induce different boosts of the lepton in tHé decay, such that for the’*, H =
+1 yields highePt leptons thart{ = 0 which are higher than fdt = -1.

This technique has the advantage that it is sensitive mainthe well-measured

P+ of electrons and muons, being sensitive to jet energy usiogigs only in terms of
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the efficiency for selecting top events based on cuts dfjeand .. Two additional
samples of top events are used in this analysis. One, cakkedd-tag sample, does not
require any b-tagged jets. The other sample requires a ®ptioh Tag (SLT) which
tries to identify theb jet by its association with a high+ electron or muon from semi-
leptonich decay. Because leptdhy: is measured equally well in the non-overlapping
SVX-tagged, SLT-tagged, no-tag, and dilepton samplesf #fiese samples are used in
the analysis. The disadvantage of this approach is thaetftedP+ does not take into
account the boost it received from the tBp. For more information about the lepton
Pt method, see reference [20].

The M?,, analysis uses a reference frame independent measurengsitaalirect

measurement af; since the two are directly related.
My =1/2+ (M7 — Myy)(1 + cosyy) (8.4)

There are complications involved in this analysis due toammbiguity of pairing the
lepton with the correct jet. Also, if theb jet is not explicitly identified, there is the
possibility of pairing a lepton with jets frord” decay or from gluon radiation. These
combinatoric backgrounds are reduced by choosing dataleanvpich explicitly iden-
tify b jets either by tagging or by the absence of light quark jeimffi’ decay: SVX
double-tagged, SVX single-tagged, and dilepton top. Ireptd make maximal use of
the information, all lepton-b pairings are consideredutitfohalf of them are incorrect.
When there are two possible pairings for a lepton to a b jabh bee considered in the
analysis but the correlation between the pairs is maintbiryeconsidering one pairing
verses the other pairing in a two-dimensional histograne @ssible problem with this
analysis is that the jet energy scale uncertainty could laege lenough systematic that
the M7, approach is disfavored. However, the top mass uncertaityet energy scale

uncertainty are strongly anti-correlated, therefore cauythe effect of the jet energy
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scale.

The Run | measurements from the lepfopand A/, methods yield similar statis-
tical uncertainties, although the/?,, analysis is a bit luckier in having a measurement
and uncertainties on the smaller side of those expected fiseudo-experiments. The
leptonP+ measurement ofy -, 4 yields a value of 0.37% 0.50 (stat.)+ 0.2 (sys). The
ME,, yields a value of-0.211037 (stat.) 4= 0.21 (sys).

8.4 Combining M7, and Lepton P

To combine the results, correlations between data sampéesyastematics must be con-
sidered. To combine the statistical and systematic urinéiga of the two approaches,
a 3X3 covariance matrix is used to handle the correlatiotwd®n uncertainties from
M2, (o), uncertainties from the correlated lepf®n measurement using the SVX and
dilepton samplesso(. ., .), and the uncertainties from the uncorrelated SLT and go-ta
samples used exclusively in the lept®n analysis ¢, . ). This covariance matrix, V,

can be represented by

2
OLcor PCM " OLcor " OM PL*OLcor " OLunc

_ 2
V= PCM " OLeor "OM  OM PUM " OLyne " OM (8.5)

2
PL " OLcor " 9Lune PUM "OLyne "OM OLyne

wherepcas (o) is the correlation coefficient between results from g, and lep-
ton Pt techniques for the correlated (uncorrelated) samplespand the correlation
coefficient between results from the correlated and unizie@ leptorP+ samplesy;,

is zero for the statistical uncertainties since the samgolesion-overlapping, and is one
for the systematic uncertainties since these are assumetp&et the measurement in

the same way.



167

Sample | Number of events

LeptonPr | M7,
dilepton 7 7

SVX tagged 34 20

Table 8.1: TheM?, analysis makes use of the 20 SVX tagged events from the top
mass analysis, while the leptdt analysis uses 34 SVX tagged events from the top
cross-section analysis.

8.5 Calculation of Statistical Covariance Matrix

In order to calculate the statistical part of the covariamesrix, it is necessary to know
the correlation coefficient:,,; between measurements Mﬁrb and leptonP in the
SVX and dilepton samples. The? , analysis uses a subset of the SVX sample used for
the leptonP+ analysis since it uses the lower background top mass saatpler than

the top cross-section sample. To calculatgpseudo-experiments from Monte Carlo
were done to create a two-dimensional distribution of messualues off,, 4 for each
analysis approach. The/?, pseudo-experiments used 7 dilepton and 20 SVX-tagged
events, while the leptoRt pseudo-experiments used these same 27 events, plus an ad-
ditional 14 SVX-tagged events (Table 8.1). For the leggnpseudo-experiments, the
events were divided into 34-event SVX-tagged and 7-evdepttin samples, and fit

to V+A, V-A, and background templates of the same. In 3¢, case, the standard
analysis divided the 20 SVX-tagged events further into &6V X double-tagged and
15-event SVX single-tagged samples. In this wayakes into account the 14 SVX-
tagged events which are not correlated toitig, analysis. The distribution of pseudo-

measurements for leptdhy versesM? , is shown in Figure 8.3. The correlation coef-
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Figure 8.3: The distribution of measurgd, 4 for the two analysis techniques are shown
for 1000 pseudo-experiments.
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ficient can be calculated from this distribution accordiog t

PLM = VLCOR/ULCOR/UM =0.44 (8.6)

To calculate the 3X3 statistical covariance matrix, it i€essary to separate the un-
certainties from the result of the leptd analysis into components from the samples
correlated and uncorrelated with thé?,, analysis. While the results separated by sam-
ple are available for the measurement of the longitudinalmanent of thdl’ helicity
in the leptonP analysis, they are not available for the right-handed carepbwhich
is of concern here. Therefore, to get these contributiomgssumption was made that
in the leptonP analysis, the relative contribution of each sample to thasueement of
the longitudinal helicity component was the same for thatriganded component. The
relative weight of the uncertainties from the correlated ancorrelated data sample of
the longitudinal sample was then calculated, and used &rmeteo, ., andoy, .
by weightingo;, (see Table 8.2).

Now thatp, o1, 0L, v Nave been determined, as wellag which has a sym-

metrized value of 0.33, the statistical component of eguei5 can be determined.

8.6 Calculation of Systematic Covariance Matrix

The systematics of the two analyses are largely the samesyBbematics are compared
in terms of shift infy, 4 in Table 8.3.
It is assumed that all the systematics are correlatedwitii, except the systematic

due to finite Monte Carlo statistics.
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Longitudinal V+A
ot | o o | relative weight| o1, | 0roonune
SVX |0.46| 0.46| 0.46
correlated | dilepton| 0.57| 0.45| 0.51 0.66 0.5 0.61
SLT |0.87]0.27| 0.57
uncorrelated notag | 0.98| 0.77| 0.875 0.34 0.86

Table 8.2: The correlated and uncorrelated componentedf #A measurement using
leptonPr, as is calculated using the weights from the longitudinahsaeement.

Summary of Uncertainties and Result
Systematic uncertainty | M7, | leptonPr
Top mass 0.19 0.1
Jet energy scale 0.04 0
Background shape 0.05 0.07
Background normalization, 0.05 0.03
Gluon radiation 0.05 0.1
B-tagging efficiency 0.03 0
Parton distribution functions 0.02 0.07
Monte Carlo statistics | 0.01 0.07
Relative acceptance | 0.005 0
Total systematic 0.21 0.20

Table 8.3: Summary of uncertainties in terms of shift in nueasient of V+A fraction
for the two methods.
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8.7 Determining Combined Likelihood

The statistical varianck,,, and total systematic varianég,; are then summed together
into the covariance matrix in equation 8.5.)A distribution for the combined result is

created according to:
XA(f) = XT(f)- v X(f) (8.7)

where the components X(f) are the difference between thesunements and the true
V+A fraction, f. We assume that the correlated and uncaedléeptonP+ measure-

ments yield the same value as is the case for the uncertaoténed in section 8.5.

0.37— f
X(f)=| -021—7f (8.8)
037 —f
Solving this matrix gives &2 of
X2(f) = 7.3137 - f2 4+ 1.0306 - f + 1.3499 (8.9)

Since they? distribution corresponds te2 log £, it can be used to determine the maxi-

mum likelihood value and its errors. The solution is -04800.37.

8.8 Evaluation of Confidence Level

The confidence level of this result can be assigned with Bayeand Frequentist ap-
proaches. Since the result is slightly out of the physiogilie, a one-sided 95% Confi-

dence Level is used.

The Bayesian approach is to consider the likelihood onhheghysical region of
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fvia from [0,1]. We assume a flat prior ifi,, 4, and find the upper limit of the 95%
Confidence Levelfy ., to be the value of 4 which contains 95% of the area of the
likelihood in the physical region.
5 LOdf
Jo L(f)df

The result is thafy 4 < 0.60 @ 95% CL.

0.95 (8.10)

Our Frequentist approach involves the construction of aniney Confidence band
[33] which makes no reference to the physical region. ltstdee likelihood is used to
determine which true value df,, 4 would produce 95% of measurements greater than
the experimentally measured value. The resultis fhaty < 0.61 @ 95% CL.

The two approaches yield almost the same value. We prefeFridmguentist ap-
proach since it is more consistent with the analysis methbigtwallows f,, 4 to be
non-physical. Also, the Bayesian approach will always setigper limit within the
physical region (for a flat probability distributiorfy . 4 < 0.95 @ 95% CL), whereas
the Frequentist approach does not have this feature sidetetmines limits based on
the distribution of expected results from measurement kvhiay or may not be physi-
cal.

Using the Frequentist approach, we determine that the cwdhiesult excludes

fria=1at99.6 % CL, which corresponds to 2.67

8.9 Results of Combined Measurement

The combined measurement f, 4 using the leptoP+ and M2 , techniques is found
to be -0.07+ 0.37, so thatfy .4 < 0.61 @ 95% CL. Statistical and systematic uncer-

tainties in the two measurement techniques, along with tieerelations, are taken into
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account.

This combined result is an improvement over the previoui fimm the A/2 , tech-
nique. Together, the two experimental techniques are abjgdbe deeply into the
nature of the top quark and determine that its physical ptigseare largely consistent
with the Standard Model. With the full Run Il data set, a pseaineasurement gf,, 4

will become possible.

8.10 Future

Expected statistical and systematic uncertainties aleded for Run Il. Statistical
uncertainties are calculated by using pseudo-experimétiisample sizes determined
from the CDF Technical Design Report for Run IIA [36] re-szhto the most recent
theoretical cross-section of 7.5 pb [37] (originally 6.8) gimd Tevatron energy 1.96
TeV (originally 2.0 TeV). Background contributions are satered the same as those
expected in Run |. Systematic uncertainties are calculatesd¢aling the Run | systemat-
ics by the improvement in uncertainty between Run | and Rumtdrms of the CDF top
mass as calculated from the Tev2000 report [38]. The top miassrtainty and its jet
energy scale component are taken for just the CDF top massisad to scale the Run |
systematics orfy , 4, and determine the correlations. The leading systematds$aial
are shown in table 8.5, and along with the statistical uagares in table 8.6. Since the
top mass systematic uncertainties are estimated only flor 2 the systematics for this
measurement are shown only for this luminosity. Since tipent@ass uncertainty does
not take into account the top mass measurement fodm this estimation is conserva-

tive.
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Result and Summary of Uncertainties \

Systematic effects
Top mass Uncertainty 0.19(0.21 w/out jet energy correlation
Jet energy Scale 0.04(0.14 w/out top mass correlation
Background shape uncertainty 0.05
Background normalization 0.05
ISR Gluon radiation 0.04
FSR Gluon radiation 0.03
B tagging efficiency 0.03
Parton distribution Functions 0.02
Monte Carlo Statistics 0.01
Relative acceptance uncertainty 0.005
Total systematic 0.21
Statistical uncertainty
Likelihood error from minimization +0.40-0.23
Likelihood error with non-gaussian correction +0.42 -0.25

| Result |

—0.21703 (stat) +- 0.21 (syst) |

Table 8.4: Summary of uncertainties in terms of shift in nneasient of V+A fraction,

and result.

A —
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\ Run 2 expected systematic uncertainties

Top mass
Jet energy scale
Background normalization
Background shape uncertainty
ISR gluon radiation
FSR gluon radiation
Total systematic uncertainty

0.08(0.16 w/out jet energy correlation
0.03(0.11 w/out top mass correlation

0.05
0.05
0.04
0.03
0.11

N—r

Table 8.5: Systematic uncertainties determined by scafiagystematics ofy, 4 for
the Run | analysis by the factors obtained by comparing thé& &Dn | systematic

uncertainties of the top mass to those in expected in 2 &if CDF Il data.

Run 2 expected uncertainties \

Luminosity
109 pb!
500 pb!
1000 pbt
2000 pbt

Stat Error
0.59
0.19
0.14
0.10

Syst Error
0.21

0.11

Table 8.6: Statistical uncertainty determined by pseudesments with event samples
appropriate to the given luminosty at 1.96 TeV assuming aszsection of 7.5 pb. Im-

proved systematic uncertainty accounts mainly for beteasarements of the jet energy
scale and the top mass.
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Chapter 9

Conclusions

This thesis presents a search for non-standard weak itiera®f the top quark. If
present, these would be a hint that the top is important tevéhak interaction itself.

Although the Standard Model successfully describes knolaanpmena, it is ex-
pected to fail to explain physics interactions as the ensogye probed by accelerators
increases. Clues will be discovered in the frontier enesgyeaments which will point
to a more complete theory which explains the shortcomingseoStandard Model. For
instance, it is unexplained why the Standard Model is a V-@otly rather than a V+A
theory, which has the exact opposite asymmetry.

With its uniquely heavy mass, the top quark provides an dppdy to scrutinize
Standard Model predictions at the electroweak scale. V+H&pmnents in top decay
may exist due to an exotic particle with right-handed or asbd couplings mixing
with the top quark, slightly altering-, 4 from its expected value of zero. Also, the
candidate sample may be contaminated by exotic physicegses which may give the
impression that the top has non-standard weak couplings.

This is the first measurement of V+A in top decay which prosidesaningful lim-

its on this form of the interaction. To achieve this, we firslested events with a high
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probability of beingtt candidates and with minimal ambiguity in identifying thecdg
products of théV boson. ThdV from top decay is polarized differently in a V+A the-
ory. To measure this polarization, we use a novel technifjaertstructing the invariant
mass of the lepton antdquark in these events. After including sources of staftic
and systematic uncertainties, we fifid, 4 < 0.80 @ 95% Confidence Level (CL). This
method sets a better limit than the competing led@granalysis, despite having lower
statistics and being susceptable to jet energy scale antges. Combining the two
analyses limitsf,,, 4 < 0.61 @ 95% CL and provides a 99.6 % CL limit that the top
does not decay with a pure V+A coupling. The uncertainty is theasurement is dom-
inated by statistics; the dominant systematic uncertagfyom the uncertainty in the
top mass.

We examine the potential of future measurements, and deterthat with 2000
pb~1, it is reasonable to assume that CDF should meagurg with an uncertainty of
only 0.15. In this case, the systematic uncertainty, dotathhy uncertainties in the top
mass, will become the limiting factor in the sensitivity bétmeasurement.

As statistics improve, it will be useful to measuyfie, 4 separately in the lepton+jets
and dilepton decay modes, since non-standard physics wgtlatsires similar to that
of ¢t might not have the same effect in each sample. With enoughents, it will also
become possible to simultaneously fit for the left-handigtht+thanded, and longitudinal
components of the W polarization. Future precise measureneoé f1, 4 in top decay

will be key steps in testing the Standard Model at its frantie
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Appendix A

Acronyms and Symbols Used

HEP (High Energy Physics) is loaded with TLAs (Three Lett@rdnyms); so many,
that those in HEP forget that they are acronyms. Although @aconym is defined the

first time it is used, here is a list of them all in one place:

« Coupling strength of an interaction
B QCD color charge blue is antiblue
BBC Beam Beam Counters

b bottom quark

C charge

c speed of light

c charm quark

CDF Collider Detector at Fermilab

CEM Central Electromagnetic Calorimeter



CES Central Electromagnetic Shower Detector
CHA Central Hadronic Calorimeter

CFT Central Fast Tracker

CKM Cabbibo-Kobayashi-Maskawa quark mixing matrix
CMU Central Muon Chamber

CMP Central Muon Upgrade

CMX Central Muon Extension

CPR Central Preshower Detector

CP transformation of Charge and Parity

CTC Central Tracking Chamber

D® A collider detector at Fermilab in the Tevatron
d down quark

E energy

E.n Energy of system as viewed in the center of mass referencesfra

Er Transverse energy of an object in an evént.= E - sin(6)

e electron
FHA Forward Hadronic Calorimeter
FCNC Flavor Changing Neutral Currents

FMU Forward Muon Detectors
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FSR Final State Radiation

eV electron Volts

T(t—W . b)
f — RH
V+HA 7 =W}, 04T (t—W; ,b)

G QCD color charge greef; is antigreen

GGWIG Herwig Monte Carlo modified to allow right-handéds in top decay
GIM Glashow-llliopoulos-Maiani Mechanism

g gluon

~ photon

‘H Helicity

h Planck’s Constant which refers to the angular momentuniechby one photon
J unit of spin

IPD Integrated Probability Distribution

ISR Initial State Radiation

LH Left-Handed

LO leading order, as in a first order calculation in a series esioa

L Likelihood

| lepton

Ao Radiation Length

A refers to wavelength of a particle or wave



M mass

MC Monte Carlo

MNS Maki-Nakagawa-Sakata neutrino mixing matrix

¥, Missing Ey.

4 muon

NLL next-to-leading-log, as in a next order calculation in aeseexpansion
v neutrino

Ve electron neutrino

v, muon neutrino

v. tau neutrino

P parity

P momentum

PDF Parton Distribution Functions

PEM Plug Electromagnetic Calorimeter

PHA Plug Hadronic Calorimeter

Pr transverse momentum of an object in an evéht= P - sin(6)

p proton

QED Quantum Electrodynamics, the theory of the electromagim&raction.

QCD Quantum Chromo Dynamics, the theory of the strong intevacti
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QFL CDF Fast Detector Simulation

Q2 a measure of the momentum transferred in a collision
g quark

R relative efficiency for detecting V-A compared to V+A
R QCD color charge redk is antired

RF Radio-Frequency

RH Right-Handed

Run IA data taking at the Tevatron from 1992-1993
Run IB data taking at the Tevatron from 1994-1995

/s refers to energy available in a collision

SECVTX Secondary Vertex algorithm

SM Standard Model of particles and interactions

SU.(2) symmetry group representing the weak force which has twapiss

SU(3) symmetry group of the strong force which has three colors

SVX Silicon Vertex Detector
s strange quark
t top quark

T tau

U(1) unitary transformation in one-dimension representing QED
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u up quark
VTX Vertex Time Projection Chamber

V - A Vector Minus Axial Vector, refers to the combination andeyqf vectors of the

weak theory. The “minus’ means the Axial Vector is left-hadd

V + A Vector Plus Axial Vector, refers to a combination and typevetors which is

not in the weak theory. The “plus” means the Axial Vector ghtthanded.

vev Vacuum Expectation Value, refers to the energy level of tteugd state of the

vacuum

WHA Wall Hadronic Calorimeter

X spatial coordinate

x fraction of total momentum carried by a parton within a proto

Xo Absorption Length
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Appendix B

Units and Prefixes

In particle physics, we use a set of units based on the efectit, the amount of energy
an electron has after being accelerated through a poteiiffielence of 1 volt. We say
that energy is measured in terms of eV (or electron Voltsptd?rs and anti-protons
in the Tevatron have energies of 900 GeV (900 billion elettvolts). Momentum is
measured in eV/c (c is the speed if light), and mass is measuite eV/. Often times,
particle physicists use units where ¢ = 1, and then energmentum, and mass are all
in units of eV. This convention is used throughout this tee€iharge is given in units
of the charge of an electron, such that the up quark charg2/8 Note that stable and
free particles have only been found in nature with integargé. The primary units of

this thesis are shown in Table B.1. The prefixes for the unéshown in Table B.2.



Symbol Unit Description Notes
eV electron \Volt energy
eV momentum | eV/cwherec=1
eV mass eV/c2 wherec=1
m meter length
S second time
b barn cross-section equal to 1024 cn?

Table B.1: Units.

Power| Symbol| Name| Common Name
>1
108 M Mega million
10° G Giga billion
1012 T Tera trillion
<1
1073 m milli thousandth
1076 1 micro millionth
1079 n nano billionth
10712 p pico trillionth
10715 f femto | quadrillionth

Table B.2: Prefixes for units.
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Appendix C

More information

More information about this analysis is available at
http://www.pas.rochester.edu{smcf/studentheses/berkilminster

including:

i A description of the procedure for generating MC samplasutating and recon-
structing them in the CDF Run | software framework, conchgtihe measure-

ment, and evaluating systematic uncertainties.
il An explanation of software tools developed for the analysis
iii The procedure for obtaining the analysis code and thisshiEgiument.

iv Links to publications associated with this thesis.



